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Abstract: Many schemes have been recently advanced for storing data on multiple clouds. Distributing data over different cloud 
storage providers (CSPs) automatically provides users with a certain degree of information leakage control, as no single point of 
attack can leak all a user’s information. However, unplanned distribution of data chunks can lead to high information 
disclosure even while using multiple clouds. In this paper, to address this problem, we present Store-Sim, an information 
leakage-aware storage system in multi cloud. Store-Sim aims to store syntactically similar data on the same cloud, thus 
minimizing the user’s information leakage across multiple clouds. We design an approximate algorithm to efficiently generate 
similarity- preserving signatures for data chunks based on Min-Hash and Bloom filters, and design a function to compute the 
information leakage based on these signatures. Next, we present an effective storage plan generation algorithm based on 
clustering for distributing data chunks with minimal information leakage across multiple clouds. Finally, we evaluated our 
scheme using two real datasets from Wikipedia and GitHub. We show that our scheme can reduce information leakage by up to 
60-70 Percent. 
Keywords: Min-Hash, Bloom-Filter, Multi-Cloud, StoreSim, Data Leakage. 

I. INTRODUCTION 
In cloud services, deduplication technology is commonly used to reduce the space and bandwidth requirements of services by 
eliminating redundant data and storing only a single copy. Deduplication is most effective when multiple users outsource the same 
data to cloud storage, but it raises issues relating to security and ownership. Proof-of ownership schemes allow any owner of the 
same data to prove to the cloud storage server that he owns the data in a robust way. However, if encrypted data were outsourced 
into cloud storage and ownership changes dynamically, deduplication would be hampered. Thus, we propose a secure deduplication 
scheme that supports dynamic ownership management based on randomized convergent encryption in this study. 

II. LITERATURE SURVEY 

Sr. No. Name Authors Disadvantages 
1 Design of File Multi-Cloud Secure Storage 

System Based on Web and Erasure Code-
2019. 

Wei Shi, Tenglong 
Liu, and Min Huang. 

 

In this paper the system uses Erasure Code to block the 
original data and encrypts the data blocks using AES 

(Advanced Encryption Standard) encryption technology, 
then stores the encrypted data blocks in different cloud 

storages terminals. 
2 F2MC: Enhancing Data Storage Services 

with Fog-to Multi Cloud Hybrid 
Computing-2019. 

Wei Shi, Tenglong 
Liu, and Min Huang. 

 

This paper we introduce F2MC: a Fog-to-Multi Cloud 
hybrid storage service that combines local fog computing 

with remote cloud computing to enhance the quality of 
service (QoS) of data management. 

3 Research on multi cloud dynamic secure 
storage technology-2020. 

Jiahao Yao, Xiaoning 
Jiang 

 

This paper proposes a method of slicing data blocks, 
encrypting them separately, and finally storing them on 

multiple clouds. In order to further improve the reliability of 
data storage, this paper proposes a multi cloud dynamic 
storage scheduling strategy and local storage optional 

configuration scheme 
4 Optimizing Information Leakage in Multi 

cloud Storage Services-2015. 
Hao Zhuang, Rameez 
Rahman, Pan Hui, 
Karl Aberer. 

 

In this paper, to address the problem we present  an 
information leakage aware storage system in multi cloud. 
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III. PROBLEM STATEMENT 
Dynamic ownership changes in a file-sharing group may occur very frequently in a practical cloud system. However, previous 
deduplication schemes could not achieve secure access control under a dynamic ownership environment. Therefore, for as long as 
revoked users keep the encryption key, they can access the corresponding data in cloud storage at any time, which is the problem we 
attempt to solve in this study. The proposed scheme has the following contributions. First, dynamic ownership management 
guarantees the backward and forward secrecy of deduplicated data upon any ownership change. Second, the proposed scheme 
ensures security in the setting of PoW by introducing a re-encryption mechanism that uses an additional group key for dynamic 
ownership groups. Thus, although the encryption key is revealed, the privacy of the outsourced data is still preserved against outside 
adversaries, while deduplication is still enabled. 

IV. PROPOSED SYSTEM 

  

 

 

 

 

 

                       
                         Fig. System Architecture     Whole Database 
A. Module 
Admin 
1) In this module, the Admin has to log in by using valid user name and password. After login successful he can do some 

operations such as View All Users and Authorize, View All E-Commerce Website and Authorize, View All Products and 
Reviews, View All Products Early Reviews, View All Keyword Search Details, View All Products Search Ratio, View All 
Keyword Search Results, View All Product Review Rank Results.  

2) View and Authorize Users  
3) In this module, the admin can view the list of users who all registered. In this, the admin can view the user’s details such as, 

username, email, address and admin authorizes the users. 
4) View Charts Results 
 
B. Data Flow Diagram 
In Data Flow Diagram, we Show that flow of data in our system in DFD0 we show that base DFD in which rectangle present input 
as well as output and circle show our system, In DFD1 we show actual input and actual output of system input of our system is text 
and output is actual text file in DFD 2 we present operation of user as well as admin. 
 
1) Class Diagram (DFD0) 

 
 
 

  
   

 
  

 
 

Input as Text Field 
from Page 

Min-Hash & 
Bloom Filter 

 
S1 Table 

S2 Table 

S3 Table 

OWNER 
+OID: int; 
+PASS: String; 

+Store(); 
+Process(); 
+Key_Req(); 
+Response(); 
 

UID: int; 
OID: int; 

SERVER +Registration(); 
+Login(); 
+Key_Responce(); 
+Decryption(); 

USER 

+Register(); 
+Login(); 
+Encryption(); 
+Upload_File(); 
+Key_Responce(); 
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2) Use Case Diagram (DFD1) 

 
 

3) Component Diagram (DFD2) 

 
  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue V May 2022- Available at www.ijraset.com 
     

 
1051 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

V. SOFTWARE REQUIREMENT 
Java can be used to create complete applications that may run on a single computer or be distributed among servers and clients in a 
network. It can also be used to build a small application module or applet (a simply designed, small application) for use as part of a 
Web page There are two kinds of types in the Java programming language: primitive types (§4.2) and reference types (§4.3). There 
are, correspondingly, two kinds of data values that can be stored in variables, passed as arguments, returned by methods, and 
operated on: primitive values (§4.2) and reference values (§4.3). What exactly is Java? Java is an object-oriented programming 
language that produces software for multiple platforms. When a programmer writes a Java application, the compiled code (known as 
bytecode) runs on most operating systems (OS), including Windows, Linux and Mac OS. Java was developed in the mid-1990s by 
James Gosling. 
The Java™ Programming Language is a general-purpose, concurrent, strongly typed, class-based object-oriented language. It is 
normally compiled to the byte code instruction set and binary format defined in the Java Virtual Machine Specification. A Java 
platform is a particular environment in which Java programming language applications run. There are several Java platforms. Many 
developers, even long time Java programming language developers, do not understand how the different platforms relate to each 
other. 
 

VI. CONCLUSIONS 
Distributing data on multiple clouds provides users with a certain degree of information leakage control in that no single cloud 
provider is privy to all the user’s data. However, unplanned distribution of data chunks can lead to avoidable information leakage. In 
this paper, we present StoreSim, an information leakage-aware storage system, to optimize information leakage in the multicloud 
environment. StoreSim achieves this goal by using novel algorithms, BFS Min-Hash and SP Clustering, which place the data with 
minimal information leakage (based on similarity) on the same cloud. Through an extensive evaluation based on two real datasets, 
we demonstrate that StoreSim is both effective and efficient (in terms of time and storage space) in minimizing information leakage 
during the process of synchronization in a multicloud environment. 
 

VII. FUTURE SCOPE 
In our project, we show only whether the information is modified or not but not about where the information is modified and what 
information is modified. We get the notification through mail when information is modified. Include user password update option. 
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