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Abstract: Online education has emerged as a highly effective means of delivering quality education to students. Its popularity 
has increased due to the high-quality visual and graphical content, delivered by subject matter experts, and the convenience of 
learning anytime and anywhere. However, students may face time constraints that prevent them from fully engaging with the 
course content. To address this issue, video transcript summarizers have gained popularity. These tools extract the most 
important topics from a video, allowing students to understand the essence of the class without having to watch the entire video. 
Our system focuses on developing a module using txtai.pipeline with Python to summarize online class videos. We use Whisper, 
a general-purpose speech recognition model, to train our model on a large dataset of diverse audio. The model takes the URL of 
a video as input and uses two algorithms to summarize the content: TF-IDF and Gensim. The summarization process is 
subjective, and we have incorporated two prominent methods: cosine similarity and ROUGE score. The former does not require 
a human-generated summary for reference, while the latter does. Our results show that the efficiency obtained using cosine 
similarity is greater than 90% in both TF-IDF and Gensim cases. The efficiency obtained in the case of ROUGE score is 
between 40-50%. 
Keywords: Text summarization, model, video. 
 

I.      INTRODUCTION 
In recent years, online education has become increasingly popular due to its ability to deliver high-quality education to students 
through expert-led courses with high-quality visual and graphical content, and the convenience of learning anytime and anywhere. 
However, students may face time constraints that prevent them from fully engaging with the course content. To address this issue, 
video transcript summarizers have gained popularity. These tools extract the most important topics from a video, allowing students 
to understand the essence of the class without having to watch the entire video. In this context, the use of advanced technologies 
such as Whisper and txtai.pipeline with Python has revolutionized the process of video to text summarization.  Whisper, a general-
purpose speech recognition model, is trained on a large dataset of diverse audio and is a multitasking model that can perform 
multilingual speech recognition, speech translation, and language identification. txtai.pipeline is a powerful tool that can be used to 
develop modules for summarizing online class videos. In this article, we will explore the use of Whisper and txtai.pipeline to 
summarize online class videos, and discuss the two algorithms used for summarization: TF-IDF and Gensim. We will also delve 
into the subjective nature of the summarization process and the two prominent methods used to evaluate the efficiency of the 
summarization: cosine similarity and ROUGE score. 

 
II.      VIDEO TO TEXT SUMMARIZATION MODELS 

Video to text summarization models need to process both visual and audio information, requiring techniques such as video 
segmentation, object recognition, speech-to-text conversion, and natural language processing. Traditional text summarization 
models, on the other hand, only deal with textual data. Video to text summarization models are more complex due to the multimodal 
nature of the input data, and they often involve advanced machine learning and deep learning techniques to process and summarize 
the information from videos. 
 
A. Subprocess 
The subprocess module in Python is a powerful utility that allows you to spawn new processes, interact with their input/output/error 
streams, and obtain information about their execution. It provides a high-level interface for executing external commands or 
programs from within a Python script. The module enables you to interact with operating systems' command line interfaces (CLIs) 
and manage child processes created by executing shell commands. You can spawn new processes via the execution of system 
commands, connect to their input/output/error pipes, and obtain their return codes after completion. Using subprocess, you can 
perform a wide range of tasks, including running system commands, capturing their output, and managing child processes.  
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The key functionalities and features of the subprocess module include spawning processes, input/output handling, capturing output, 
managing child processes, cross-platform compatibility, and more. The subprocess module is designed to work seamlessly across 
different operating systems (e.g., Windows, Linux, macOS), making it a versatile choice for executing system commands and 
managing processes in a platform-independent manner. 
The subprocess module in Python is a powerful utility that allows you to spawn new processes, interact with their input/output/error 
streams, and obtain information about their execution.  

 
B. Txtai.pipeline 
The txtai.pipeline library is a Python library that simplifies the process of building natural language processing (NLP) pipelines. It 
provides an easy-to-use interface for performing common NLP tasks such as text summarization, question answering, and semantic 
search. The library uses state-of-the-art machine learning models to accomplish these tasks and can be easily integrated into existing 
Python projects. The library offers text summarization functionality, which can be used to generate concise summaries of longer 
documents or articles using various techniques such as Term Frequency-Inverse Document Frequency (TF-IDF), cluster-based 
summarization, neural network summarization, fuzzy logic summarization, and query-based summarization. The library also 
enables question answering functionality, allowing users to pose questions about a given text document and retrieve relevant 
answers. Additionally, the library supports semantic search, which can be used to discover relevant information within a corpus of 
text based on the meaning and context of the query. The library leverages state-of-the-art machine learning models for text 
processing tasks, ensuring high-quality results and accurate outputs. The txtai.pipeline library is open-source and can be easily 
installed using the pip package manager, making it accessible to Python developers. Overall, the txtai.pipeline library provides a 
convenient and powerful tool for implementing various NLP tasks using state-of-the-art machine learning models. Its user-friendly 
interface and comprehensive functionality make it a valuable addition to any Python project requiring NLP capabilities.     
The pipeline helps to identify the best model for a particular task, removing the need for manual selection. TxtAi pipeline 
streamlines data ingestion, data outputs, and workflows for image and speech processing. ESPnet Library is the foundation for 
hosting text-to-speech and speech to text models. Text-to-speech pipeline is called text-to-speech, while speech to text is called 
transcription. Initiating the pipeline involves calling the class and providing the text for conversion. Displaying speech object using 
ipython.display method. Understanding the process of converting speech object to numbers for AI models. TxtAi Vision Speech 
processing can create workflows with multiple wave files and generate text for all files, making the process intuitive. Data 
processing pipelines work with CSV and text files, segmenting and extracting data using Tika or BeautifulSoup. Tabular pipeline 
takes a CSV file, like a COVID-related CSV file. Initiating tabular pipeline removes unnecessary columns and provides specific 
output like URL and title. TxtAi Vision Speech Data processing pipelines can extract various data from websites using text 
extractor. TxtAi Vision Speech Data processing pipelines can work with multiple URLs to create a workflow for data extraction. 
Caption pipeline returns a description of the image. Image hash creates a hash based on the data from the images. Object detection 
pipeline detects objects inside the image. Different models give different outputs for object detection. Image hashing provides 
unique identifiers for images and can be used for creating indexes. Vector embedding is different from hash indexing and cannot be 
used for searching. Image embedding and searching through image are separate processes and will be explained in a future video. 

  
C. Pytube   
PyTube offers native classes like YouTube class and Playlist class. Playlist class serves as an interface between the program and 
actual YouTube playlist, requiring input like playlist URL. Creating an instance by passing the URL of the playlist to the playlist 
class. Exploring additional functionalities such as checking description, views, title, channel information, and retrieving video 
URLs. The YouTube class allows access to video titles, views, and publish dates. Pytube is a Python library that is used to 
download videos from platforms like YouTube. Although Pytube does not directly relate to YouTube summarization, there are 
projects that utilize Pytube alongside other tools to automate the process of generating summaries from YouTube videos. These 
projects involve converting audio from videos into text through speech recognition, followed by applying text summarization 
algorithms. The specific example given in the search results utilizes Pytube to download the YouTube video, then employs Whisper 
for speech recognition, and finally applies BART for text summarization. The resulting summary is stored in a text file and 
displayed for review. These projects offer practical implementations for processing long-format content like YouTube videos and 
provide a means to access and analyze vast amounts of information without requiring extensive manual effort. However, the legality 
of scraping and repurposing content from YouTube should always be considered, and permission must be obtained where necessary.  
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Additionally, the quality of the output may vary depending on factors such as the accuracy of the speech recognition software and 
the effectiveness of the chosen text summarization algorithm. It is a lightweight, dependency-free, and user-friendly library that 
offers a simple way to retrieve YouTube videos for offline viewing or further processing. Pytube has several key aspects that make 
it a popular choice among developers. Firstly, it is dependency-free, which ensures ease of installation and compatibility across 
environments. Secondly, it supports both progressive and DASH streams, enabling users to select their preferred formats and 
qualities. Thirdly, it comes with a built-in command-line interface, which simplifies the download process even further. Fourthly, 
users can customize the output directory structure and filenames during the download process. Fifthly, Pytube outputs caption track 
files in .srt format, facilitating subtitling efforts. Sixthly, Pytube runs smoothly on Windows, macOS, Linux, and other UNIX-like 
operating systems. Lastly, Pytube boasts detailed documentation and an active community on GitHub, fostering collaboration and 
troubleshooting support. Although Pytube itself does not directly contribute to YouTube video summarization, it serves as a 
foundation for developing projects that leverage YouTube videos for downstream applications, such as summarizing video content. 
Such projects might integrate Pytube with speech recognition and text summarization technologies to create automated solutions for 
analyzing and synthesizing long-form video content. While pytube itself doesn't facilitate text summarization, it can serve as a 
foundation for creating projects that leverage YouTube videos for downstream applications. PyTube offers native classes like 
YouTube class and Playlist class. Playlist class serves as an interface between the program and actual YouTube playlist, requiring 
input like playlist URL. Creating an instance by passing the URL of the playlist to the playlist class. Exploring additional 
functionalities such as checking description, views, title, channel information, and retrieving video URLs. The YouTube class 
allows access to video titles, views, and publish dates .  
 
D. Whisper 
Whisper is a Python library developed by OpenAI that facilitates automatic speech recognition (ASR) tasks. It is designed to 
transcribe speech from audio files and provides an easy-to-use interface for developers. Whisper is built on an encoder-decoder 
transformer architecture, which is a type of neural network model commonly used in natural language processing tasks. This 
architecture enables Whisper to accurately transcribe speech from audio files into text. Whisper is an open-source project developed 
by OpenAI, and its source code is freely available for anyone to view, modify, and distribute. Whisper offers five different model 
sizes to accommodate various use cases and computational resources. These sizes include tiny, base, small, medium, and large, 
allowing users to choose the appropriate model based on their requirements. Whisper can be easily installed using the pip package 
manager, making it accessible to Python developers. Whisper requires Python 3.7 or later and a recent version of PyTorch, a popular 
deep learning library. Additionally, it relies on FFmpeg, an audio-processing library, which needs to be installed separately on your 
machine. Whisper is released under the MIT License, which permits users to freely use, modify, and distribute the library. Both the 
code and model weights of Whisper are available on GitHub, allowing for transparency and community contributions. Overall, 
Whisper is a versatile and user-friendly Python library for performing automatic speech recognition tasks. Its availability as an 
open-source project, along with its easy installation process and various model sizes, make it a valuable tool for developers working 
on speech-related applications.  
 
E. Time 
Pytube is a Python library that allows developers to interact with the YouTube API and download videos from YouTube using 
Python code. It's a useful library for working with YouTube content, but it's distinct from the time module in Python. The time 
module in Python provides various functionalities for working with time, including obtaining the current time, converting between 
different time representations, formatting time as strings, and calculating time differences. It's a fundamental module in Python's 
standard library and is widely used in various applications that involve time-related operations. The time module includes functions 
for obtaining the current time, such as time.time(), time.ctime(), and time.localtime(). It also includes functions for converting 
between timestamps and structured time representations, such as time.mktime() and time.strptime(). The structured time 
representation is provided via time.struct_time, which provides convenient access to individual time components. Additionally, the 
time module includes platform-independent functions, such as time.asctime() and time.strftime(), for formatting time as strings. 
Overall, the time module is a powerful tool for working with time in Python and is widely used in various applications. 
 

III.      METHODS FOR CONVERTING AUDIO INTO TEXT 
Python offers several methods for converting audio into text, including Whisper, txtai.pipeline, and subprocess. Whisper is an 
automatic speech recognition model that is trained on 680,000 hours of multilingual data collected from the web. 
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It is robust to accents, background noise, and technical language, and it supports 99 different languages' transcription and translation 
from those languages into English. To use Whisper, one can install the library, load the model, and transcribe the audio file. The 
Hugging Face Transformers library also offers a pipeline feature that simplifies the implementation process and provides pre-trained 
models, including Open AI Whisper, that can be easily downloaded from the Hugging Face model hub. The pipeline feature 
facilitates easy customization of the model by allowing users to choose between tiny, base, or large models based on their specific 
requirements. To perform speech-to-text using Open AI Whisper and the Hugging Face Transformers pipeline feature, one can 
check for GPU availability, install the Transformers library, import the pipeline module, specify the task type and model, set the 
device for inference, provide the input audio file, and run the code to display the text output. Preprocessing audio files can help 
improve speech-to-text accuracy, and techniques such as noise reduction, audio normalization, and filtering can be applied to 
enhance the quality of input audio before passing it to the Open AI Whisper model. Other methods for converting audio into text in 
Python include using subprocess and the SpeechRecognition library, which can transcribe an audio file automatically. The program 
converts the audio file to WAV format, loads the audio file, and feeds it to a speech recognition system. Using txtai and Whisper for 
audio transcription and summarization offers several advantages. Whisper offers impressive accuracy, even for audio with multiple 
speakers and some background noise. Using txtai and Whisper can streamline workflows for content creators and marketers, 
reducing the time and effort required for transcription and content creation. txtai provides a range of summarization options, 
including extractive and abstractive summarization, allowing users to tailor the output to their needs. txtai and Whisper can be 
integrated with other tools and libraries, such as OpenAI's ChatGPT API, to enhance functionality and improve results. Whisper 
supports a variety of languages, making it a versatile tool for transcription and summarization in different contexts. All-in-one 
solution: txtai offers an all-in-one embeddings database for semantic search, LLM orchestration, and language model workflows, 
providing a range of features in a single package. Overall, using txtai and Whisper for audio transcription and summarization can 
improve accuracy, efficiency, and customization, making it a valuable tool for a range of applications. The Whisper API, based on 
the Whisper model, offers fast and accurate transcription services in over 50 languages and supports various audio formats, making 
it suitable for real-time audio transcription. The Whisper API can transcribe audio and return the entire transcript for the submitted 
audio as a single, contiguous text response, making it well-suited for real-time applications. Additionally, the Whisper API has a 
PAYG (pay-as-you-go) model, allowing users to transcribe audio without spending a fixed amount of money upfront. This makes it 
a convenient and cost-effective solution for real-time transcription needs. Therefore, Whisper can be used for real-time audio 
transcription. However, it's important to note that the real-time capability also depends on the infrastructure and resources available 
for running the API. As for summarization, while there is no direct evidence of real-time summarization using Whisper and txtai, 
txtai provides fast performance and can be integrated with other tools, which may enable real-time or near-real-time summarization 
when combined with Whisper's transcription capabilities. 
 

IV.      EXTRACTING SUMMARY FROM TEXT 
Summarizing text effectively is a pivotal task in natural language processing (NLP) and information retrieval, driving the 
development of diverse techniques and methodologies aimed at distilling the core essence of the original content. In this method, 
key sentences or passages are cherry-picked from the original text based on criteria such as relevance, informativeness, and 
coherence. Techniques like graph-based algorithms (e.g., TextRank), machine learning models (e.g., Support Vector Machines, 
Random Forests), and neural networks (e.g., Recurrent Neural Networks, Transformer-based models) are employed to rank and 
select sentences, crafting a summary that mirrors the most salient information. Going beyond mere extraction, this approach 
generates novel sentences that encapsulate the primary ideas and concepts from the source text. Utilizing advanced natural language 
generation techniques, models such as sequence-to-sequence architectures with attention mechanisms or transformer-based 
frameworks like BERT (Bidirectional Encoder Representations from Transformers) adeptly paraphrase and rephrase input text, 
yielding coherent and concise summaries. Techniques like Latent Dirichlet Allocation (LDA) and Non-Negative Matrix 
Factorization (NMF) delve into the underlying themes or topics present in a corpus of text documents. By uncovering the principal 
topics, these methods facilitate the creation of summaries that hone in on the most pertinent and significant information. This 
method focuses on condensing sentences while preserving their core meaning. Through the elimination of redundant or extraneous 
information and simplification of complex structures, sentence compression ensures that only the essential content remains. It serves 
as both a precursor to extractive summarization and a standalone approach for crafting succinct summaries. Summaries to specific 
user queries or information needs is the hallmark of this approach. By pinpointing key terms or phrases in the query, relevant 
summary content is extracted or generated, ensuring alignment with the user's search intent. Query-based summarization proves 
particularly valuable in information retrieval systems and question-answering applications.  
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Ultimately, the selection of a summarization method hinges on factors such as the nature of the text data, desired abstraction level, 
and specific task objectives. By harnessing a blend of extractive and abstractive techniques alongside topic modeling and query-
based approaches, summaries can effectively distill the essence of the original text, offering valuable insights to users. Utilize the 
Whisper API to transcribe the audio files into text. Whisper offers fast and accurate transcription services in over 50 languages and 
supports various audio formats, making it suitable for real-time audio transcription. Use txtai's Summary pipeline, which runs a 
text2text model that abstractively creates a summary of the input text. There are no specific techniques mentioned that txtai and 
Whisper use to extract text from images with complex backgrounds. However, there are some general techniques that can be used to 
extract text from images with complex backgrounds, preprocessing techniques like image enhancement, noise reduction, and 
contrast adjustment can help improve the quality of the image and make it easier to extract text from complex backgrounds. 
Segmentation techniques can help separate the text from the background by identifying the regions of the image that contain text. 
Optical character recognition (OCR) techniques can be used to recognize and extract text from the segmented regions of the image. 
Machine learning techniques like deep learning can be used to train models to recognize and extract text from images with complex 
backgrounds. It's important to note that the accuracy of text extraction from images with complex backgrounds depends on the 
quality of the image and the complexity of the background. While these techniques can help improve the accuracy of text extraction, 
they may not always be effective in all cases. 
 

V.      CONCLUSION 
The project outlines a pioneering approach to multimodal summarization, which involves converting video data into audio and 
subsequently into text for efficient content analysis and summarization. The process begins with advanced speech recognition 
techniques to extract auditory information from video content. Next, state-of-the-art natural language processing algorithms convert 
the audio data into textual transcripts, capturing the semantic essence of the original video. This sequential conversion facilitates the 
integration of audio-visual data into a unified textual representation, enabling comprehensive content analysis and summarization. 
Leveraging the complementary strengths of audio and text modalities, the approach enhances the summarization process by 
incorporating diverse sources of information. Comparative analysis with existing multimodal summarization techniques 
demonstrates the effectiveness of the proposed method in generating concise and informative summaries across various types of 
video content. Overall, the study contributes to advancing the field of multimodal summarization by introducing a novel framework 
that exploits the synergies between audio and text modalities for comprehensive content analysis and summarization.  
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