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Abstract: Surveillance robotic cars, equipped with a myriad of modules, cameras, and communication systems, traverse diverse 

environments, providing real time data for surveillance purposes. These vehicles, equipped with PiRGB arrays and high 

resolution cameras, capture detailed, real time imagery for effective threat detection. Using Haarcascade Classifier and OpenCV, 

they track human faces. Algorithms like Pigpio, Haarcascade, and Local Binary Patterns Histograms helps in identifying face 

detection and motion tracking, while GPS Neo 6M, GSM SIM 800L, HC-05 Bluetooth module, and Arduino Uno ensure 

accurate location tracking of the vehicle. Hardware such as the Arduino Uno and Motor Driver L293D supports precise 

movement of the vehicle. The metal detector, paired with a buzzer, identifies metallic objects present on the navigation path of 

the vehicle. These surveillance robotic cars can be deployed in various environments, from urban areas to dense forests. 
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I. INTRODUCTION 

Advances in technology in over the past few years have greatly boosted the capabilities of surveillance systems, increasing their 

effectiveness and adaptability. One such invention is the surveillance robotic car, which combines a number of current innovations 

to provide a complete security and monitoring solution. Using a GPS NEO-6M module, an Arduino Uno, a GSM SIM 800L module 

for real-time communication and precise location tracking, and a Raspberry Pi connected camera module for human 

movement recognition. The prototype of surveillance robotic car is shown in the figure 1,this paper describes the design and 

execution of a surveillance robotic car. The device also features a metal detector to detect possible dangers like weapons of mass 

destruction, guaranteeing a strong security system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Surveillance Robotic Car 

 

Using a Raspberry Pi 3 Model b+, camera module with 180 degree tiltable servo motor is used to recognize faces. This function 

uses OpenCV and Haarcascade techniques to take pictures and process them so the system can identify people around it. Local 

Binary Patterns Histograms is an effective algorithm for facial recognition. It is relatively simple and performs well  

under different lighting conditions. Applications in restricted regions, where it's necessary to monitor and efficiently regulate 

unwanted access, require this functionality. 

The integration of GPS and GSM with SMS communication enhances surveillance robotic cars by providing real time location 

updates to the controlling unit, enabling remote monitoring and control. This feature ensures operational efficiency through instant 

updates and timely interventions, even in areas with limited network coverage. The ability to receive location updates via SMS 

enhances security by providing a fail-safe mechanism to track and disable the vehicle in case of theft or unauthorized access. 

Surveillance robotic cars, equipped solely with a metal detector sensor and a buzzer.  
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Metal detectors efficiently identify metallic components in potential threats.  Upon metal detection, the buzzer signals, improving 

situational awareness. This setup is cost effective and adaptable. Metal detectors work by emitting electromagnetic fields from a 

search coil into the ground, interacting with metallic objects to induce eddy currents, which create a secondary magnetic field. By 

analysing changes in this field, detectors can identify the presence and approximate depth of metal objects, ensuring effective 

detection. 

 

II. PROPOSED WORK 

The block diagram of the surveillance robotic car shown in the figure 2, outlines a system where the Arduino Uno microcontroller 

manages the car's movement via the Motor Drive L293D and communicates wirelessly with a mobile device through the HC-05 

Bluetooth module. The Raspberry Pi handles video processing from the Camera, displaying the feed on a Monitor and controlling 

the Servo Motor for optimal camera positioning. A GSM SIM 800L module facilitates mobile communication, working with the 

GPS NEO 6M to provide real-time location tracking. The system includes a Metal Detector powered by a 9V battery for detecting 

metallic objects, which triggers a Buzzer for alerts. This setup ensures comprehensive surveillance capabilities with remote control, 

real-time monitoring, and precise navigation. 

 
                                                             Fig. 2. Block Diagram of Surveillance Robotic Car 

 

A. Motor Movement 

 

 

 

 

 

 

 

Fig. 3. Motor Drive L293D 

 

TABLE I 

MOTOR MOVEMENT 

Movement Right Left Forward Backward 

Wheel 1 1 0 1 0 

Wheel 2 0 1 0 1 

Wheel 3 1 0 0 1 

Wheel 4 0 1 1 0 
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Using the L293D motor driver, a surveillance robotic car’s motors can be controlled by making a few connections. Pins 9, 10, 11, 

and 12 of the L293D motor driver must first be connected to digital pins on the Arduino Uno in order to complete the control 

connections. The motor’s direction and speed are managed by means of these connections. The motor outputs of the L293D are then 

connected to the relevant motors of the robotic car in the motor connections step. It allows the motor driver to supply each motor 

with its own power and control. likewise, the power input of the L293D needs to be connected to an external power supply that 

meets the voltage needs of the motors. 

 

B. Camera module with Servo motor 

 

TABLE II 

CAMERA SPECIFICATIONS 

Specification Values 

Resolution 640x480 pixels 

Pan servo 2 

Tilt servo 3 

Pan pos 1250 

Tilt pos 1500 

 

Frame Division (x,y)(x+w , y+h) 

 

In order to configure the camera, firmly fasten it to the Camera Serial Interface (CSI) port of the Raspberry Pi. Verify that the ribbon 

cable is attached correctly to avoid disconnections. After the hardware configuration is finished, use the terminal command ”sudo 

raspi-config” or the Raspberry Pi Configuration tool to enable the camera interface. Install the necessary libraries for controlling the 

camera after that. These libraries include ’picamera’ for taking pictures and videos and ’Haarcascade’, which is a component of 

the ’OpenCV’ library, for face identification tasks. The coordinates like (x,y) for the top-left corner and (x+w, y+h) for the bottom-

right corner to divide the frame precisely for face detection. This will allow for correct segmentation of faces that are detected 

within the frame. This thorough configuration guarantees both software and hardware. 

 

C. Algorithms for Face Detection 

 Haar Cascade Classifier is a human face detection method used to identify faces in images or videos. The method is based on 

machine learning and involves training a classifier with a large set of positive and negative images. Local Binary Patterns Histogram 

is an effective algorithm for facial recognition, performing well under varying lighting conditions. It works by labelling pixels based 

on their neighbourhood using Local Binary Patterns (LBP), converting the results into binary and then decimal numbers. The image 

is divided into grid cells, and histograms of LBP patterns are calculated for each region. These histograms are concatenated into a 

feature vector representing the face. Recognition involves comparing these histograms using distance metrics like Euclidean or Chi-

square. Servo control uses detected face coordinates to adjust the camera’s pan and tilt via pigpio, keeping the face centred. 

 

D. Location Tracking  

The code initializes pins for an LED, a relay, and software serial ports for GSM and GPS modules, setting up GSM for text 

communication. In the main loop, it listens for GSM messages, turning on/off the relay with ”ON”/”OFF” commands, and retrieves 

GPS coordinates with ”GETLOC”. The smart Delay function waits for GPS data, extracting latitude and longitude into variables. 

Upon ”GETLOC” command, it sends a Google Maps link via GSM. Expected outputs include setup messages and responses to 

commands. The equations for real-time location tracking use latitude and longitude to determine the robot’s position, aiding in 

precise location identification. 

 

 Equations: X = R × cos(Lat) × cos(Long)  

                     Y = R × cos(Lat) × sin(Long)  

                     Z = R × sin(Lat) 
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III. RESULTS 

A. Human Face Detection 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Human Face Detection 

 

This surveillance robotic system uses a Raspberry Pi, Camera, Haar Cascade Classifier, and LBPH face recognizer for real-time 

facial recognition and tracking. Initial servo positions are set for pan (1250µs) and tilt (1500µs), and GPIO controls servos on pins 2 

and 3. The camera captures 640x480 pixel video frames, adjusting servo positions based on face detection to keep the face centred. 

If trained, the system recognizes faces with a confidence threshold of 70. The setup ensures efficient automated tracking and 

monitoring, combining accessible hardware and open source software tools for enhanced surveillance capabilities. 

The human face detection system illustrated in Figure 4 demonstrates exceptional accuracy and versatility across various conditions. 

The system effectively detects human faces in both light and dark themes, ensuring reliable performance regardless of ambient 

lighting conditions. The system achieves an impressive accuracy rate of approximately 99 percent, making it highly reliable for 

diverse applications. Additionally, it maintains high accuracy even when the subjects are wearing spectacles, in both light and dark 

environments. By setting up GPIO for servo motor control and utilizing ‘pigpio‘, the system dynamically adjusts the pan and tilt 

positions of the camera based on the detected face’s location within the frame. This ensures that the face remains centred, enhancing 

the surveillance capability. The code also includes a mechanism to recognize faces using a pre trained model, with a confidence 

threshold to determine recognition accuracy. Overall, the system demonstrates a practical approach to implementing automated, 

intelligent tracking and monitoring using accessible hardware and open source software tools. 

 

B.  Real Time Location Tracking 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Real Time Location Tracking 
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For surveillance robotic cars to monitor locations accurately, GPS technology is a must. Through the integration of a GPS module 

with the Arduino, the vehicle is able to ascertain its exact geographical coordinates, which is essential for efficient navigation and 

monitoring. Operators are able to track the car’s movements and get real time updates. Furthermore, by including a GSM module, 

the Arduino sends position data via SMS communication to a mobile device, guaranteeing ongoing tracking even in places with 

spotty network coverage. The position data is continuously logged by the car’s internal computer and then sent to a centralized 

control station for analysis and monitoring. 

Because SMS connection allows real time monitoring and control from a remote place, it improves the functionality of surveillance 

robotic automobiles. These cars provide real time location updates through SMS transmission, which allows for prompt intervention 

or modification when necessary. This function improves security measures even further by offering a backup plan for tracking the 

vehicle in the event of theft or unlawful entry. To stop abuse or any security breaches, authorities have the ability to remotely 

disable the car or monitor its movements. The capabilities of surveillance robotic cars are generally improved by the integration of 

GPS, GSM, and SMS communication, increasing their efficacy in navigation, operational efficiency, and security enforcement. 

 

C. Metal Detector 

 

 

 

 

 

 

 

 

Fig. 6. Metal Detector 

 

The metal detector detects objects within a specific range in distance like 10 to 16 inch, typically determined by the sensitivity 

settings or the design of the detector. It can detect various metals such as iron, nickel, copper, aluminium, gold, and silver, 

depending on their conductive properties and the strength of the detector’s electromagnetic field as shown in the figure6. The depth 

detection capability of a metal detector depends on various factors, including the size and conductivity of the target, the detector’s 

frequency, and the soil composition. Generally, higher frequencies are more sensitive to small targets but have shallower detection 

depths, while lower frequencies penetrate deeper but are less sensitive to small targets. A metal detector with a frequency of 6.5 kHz 

may detect a coin sized target at a depth of approximately 10 to 16 inches. However, larger objects or those with higher conductivity, 

such as large relics or deep treasures, can be detected at much greater depths 

The relationship between detection depth and frequency can be approximated by the following equation:  

                                                              D = k √ f  
where: - D is the maximum detection depth (in inches or meters)  

            - f is the frequency of the metal detector (in kHz) 

            - k is a constant determined by various factors including target size, conductivity, and soil conditions  

This equation suggests that detection depth decreases as frequency increases. However, the actual relationship can vary based on 

factors such as soil mineralization and detector technology. Additionally, other factors such as coil size and shape, sensitivity 

settings, and ground balance adjustments can also influence detection depth. 

 

IV. CONCLUSION AND FUTURE SCOPE 

Modern solutions for improving security and situational awareness in a variety of settings are provided by surveillance robotic cars. 

These vehicles are equipped with sensors, communication modules, GPS, and GSM to let them to monitor their environment on 

their own. This allows them to provide continuous surveillance without the need for human interaction. These automobiles employ a 

combination of software systems like Raspbian OS and Python, along with hardware like cameras, Arduino Uno, and Raspberry Pi, 

to do tasks like data fusion, object detection, and navigation. These vehicles are expandable for a range of applications, provide 

round-the-clock observation, and can function in dangerous or isolated locations. To guarantee an efficient deployment, however, 

issues including power management, environmental considerations, and regulatory compliance must be resolved. Surveillance 

robotic automobiles are useful in contemporary monitoring systems since they improve efficiency, safety, and security overall. 
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Future developments for robotic surveillance cars seem bright, with multiple breakthroughs maybe in the works. Robotic 

manipulation is one notable advancement. These automobiles might be equipped with robotic arms or manipulators with specialized 

equipment, which would enable them to safely handle suspicious materials and allow for the remote disposal of explosives. Swarm 

intelligence is another exciting development. The ability of many robotic vehicles to work together and coordinate their movements 

improves surveillance applications. Swarms of autonomous surveillance cars may operate in the future to share information, cover 

greater regions more effectively, and work together on tasks like perimeter monitoring and search and rescue. With enhanced 

human-robot interface skills, these vehicles will be able to work with human operators and responders more efficiently. To promote 

intuitive communication and control, haptic feedback interfaces, gesture recognition, and natural language processing may be 

included. By concentrating on these developments, surveillance robotic cars will continue to be developed in the future, increasing 

their usefulness and expanding their range of uses, ultimately becoming essential instruments in contemporary security and 

surveillance operations. 
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