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Abstract: Many of the accidents occur due to drowsiness of drivers.  It is one of the critical causes of roadways accidents now-a-
days. Latest statistics say that many of the accidents were caused because of drowsiness  of drivers. Vehicle accidents due to 
drowsiness in drivers are causing death to thousands of lives.  
More than 30% of accidents occur due to drowsiness. For the prevention of this, a system is required which detects drowsiness 
and  alerts the driver which saves the life. In this project, we present a scheme for driver drowsiness detection based on visual 
information and Machine Learning. In this, the driver is continuously monitored through a webcam. This system is used to 
locate, track, and analyse both the drivers face and eyes, a scientifically supported measure of drowsiness associated with slow 
eye closure.  
The model extracts the driver's face and predicts the blinking of the eye from the eye region. If the blinking  rate is high then the 
system alerts the driver with a sound. 
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I. INTRODUCTION 
A. Motivation 
Increasing accidents due to unconsciousness or due to a driver’s diminished vigilance is a serious contribution to overall accidents in 
the world. However major accidents in the world are related to driver fatigue or drowsiness. Car accidents associated with driver 
fatigue are more likely to be serious, leading to serious injuries and deaths.  It is estimated that 40% of all traffic accidents have 
been caused by drowsiness. It was demonstrated that driving performance deteriorates with increased drowsiness with resulting 
crashes constituting more than 20% of all vehicle accidents. The performance of the driver also deteriorates with drowsiness. 
Every fraction of seconds drowsiness can turn into dangerous and life- threatening accidents that may lead to death also. To prevent 
this type of incidents, it is required to monitor driver’s alertness continuously and when it detects drowsiness, the driver should be 
alerted. Through this we can reduce the significant number of accidents and can save the lives of people. 
 
B. Problem Definition 
To detect the drowsy condition of the driver using ML approach and alert the driver.  

 
II. LITERATURE SURVEY 

There are different approaches to identify the drowsiness state of the driver. They can be categorized into the following three main 
categories: 
 
1) Behavioural parameters-based techniques: Measuring the driver’s fatigue without using non-invasive instruments comes under 

this category. Analysing the behaviour of the driver based on his/her eye closure ratio, blink frequency, yawning, position of the 
head and facial expressions. The current parameter used in this system is the eye-closure ratio of the driver. 

2) Vehicular parameters-based techniques: Measuring the fatigue nature of the driver through vehicle driving patterns comes 
under this category. These parameters include lane changing patterns, steering wheel angle, steering wheel grip force, vehicle 
speed variability and many more. 

3) Physiological parameters-based techniques: Measuring the drowsiness of the driver based on the physical conditions of the 
driver falls under this category. Such parameters may be respiration rate, heart-beat rate, body temperature and many more. 

 
In this section, we have discussed various methodologies that have been proposed by researchers for drowsiness detection and blink 
detection during the recent years. 
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A. Drowsiness and Fatigue    
Drowsiness is where a person is in the middle of an awake and sleepy state. This situation leads the driver to not giving full attention 
to their driving. Therefore, the vehicle can no longer be controlled due to the driver being in a semi-conscious state.  According to 
research mental fatigue is a factor of drowsiness and it causes the person who experiences drowsiness to not be able to perform 
because it decreases the efficiency of the  brain to respond towards sudden events. 

 
B. Electroencephalography (EEG) for Drowsiness Detection  
Electroencephalography (EEG) is a method that measures the brain's electrical activity. As shown in Figure 3, it can be used to 
measure the heartbeat, eye blink and even major physical movement such as head movement. It can be used on humans or animals 
as subjects to get brain activity. It uses a special hardware that places sensors around the top of the head area to sense any electrical 
brain activity. 

 
Fig 1: EEG Data Collecting 

 
C. Drowsiness Detection using Face Detection System 
Drowsiness can be detected by using face area detection. The methods to detect drowsiness within face area vary due to drowsiness 
signs are more visible and clearer to be detected at face area. From the face area, we can detect the eye's location. From eyes 
detection, we can say that there are four types of eyelid movement that can be used for drowsiness detection. They are completely 
open, completely close, and in the middle where the eyes are from open to close and vice versa. Figure 2 is an example of the image 
taken for detecting eyelid movement. 

 
                a) Open eye                       b) Close eye                         c) Processed close eye  

Fig 2:  Examples of Eyelid Movement 
 

The algorithm processes the images captured in a grey-scale method; where the colour from the images is then transformed into 
black and white. Working with black and white images is easier because only two parameters have to be measured. Edge detection 
is performed to detect the edges of eyes so that the value of eyelid area can be calculated. The problem occurring with this method is 
that the size of the eye might vary from one person to another. Someone may have small eyes and look like they are sleepy but some 
are not. Other than that, if the person is wearing glasses, there is an obstacle to detect eye regions. The images that are captured must 
be in a certain range from the camera because when the distance is far from  the camera, the images are blurred. 

 
D. PERCLOS 
Drowsiness can be captured by detecting the eye blinks and percentage of eye closure (PERCLOS). For eye blink detection, propose 
a method which learns the pattern of duration  of eyelid closed. This method measures the time for a person to close their eyes and if 
they are closed longer than the normal eye blink time, it is possible that the  person is falling asleep’.  
The PERCLOS method proposes that drowsiness is measured by calculating the percentage of the  eyelid ‘drops’. Sets of eye open 
and eye closed have been stored in the software library to  be used as a parameter to differentiate whether the eyes are fully open or 
fully closed. For eyelids to  droop, it happens in much slower time as the person is slowly falling asleep. Hence, the  transition of the 
driver’s drowsiness can be recorded. Thus, PERCLOS method puts a proportional  value where when the eye is 80% closed, which 
it is nearly to fully close, it is assumed that the  driver is drowsy.  
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This method is not convenient to be used in real-time driving as it needs to fix the threshold value of  eye opening for the PERCLOS 
method to perform accurately. Both methods to detect drowsiness  using eye blink patterns and PERCLOS have the same problem 
where the camera needs to be  placed at a specific angle in order to get a good image of video with no disturbance of eyebrow  and 
shadow that cover the eyes.  

 
E. Yawning Detection Method  
Drowsiness of a person can be observed by looking at their face and behavior.  A method is proposed where drowsiness can be 
detected by mouth positioning and the  images were processed by using a cascade of classifiers that has been proposed by Viola-
Jones for  faces. The images were compared with the set of images data for mouth and yawning. Some  people will close their 
mouth with their hand while yawning. It is an obstacle to get good images if a person is closing their mouth while yawning but 
yawning is definitely a sign of a person having drowsiness and fatigue. Fig 3 demonstrates the face of human when in Normal and 
Yawning condition  

                 
                            Fig 3:  Examples of Person in Normal and Yawning Condition  

  
Below are the Machine Learning methodologies that we studied from various research papers that are published on concurrent 
topics. Based on the classifiers used in these papers we have categorized them accordingly: 
1) Convolutional Neural Network (CNN): A convolutional neural network (CNN or convnet) is a subset of machine learning. A 

CNN is a kind of network architecture for deep learning algorithms and is specifically used for image recognition and tasks that 
involve the processing of pixel data. 

TABLE I 
REVIEW BASED ON CNN ALGORITHM 

Ref. 
No. 

Measure Description  Accuracy 

[1] eye blinking, eye 
closing, yawning, 
head bending 

Convolution neural network -classification of eyes 
(layers- convolutional layers, pooling layers, ReLU 
layer and fully connected layer) 
 

94% 
 

[2] eye closure, 
yawning duration, 
head movement 

MLP - non-complex network of neural - mapping 
output from the input given 
 

80.92% 

[5] EAR Use of DCNN model to detect face from live video 98.8% 

 
2) Support Vector Machine (SVM): Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, 

which is used for Classification as well as Regression problems. However, primarily, it is used for Classification problems in 
Machine Learning. The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-
dimensional space into classes so that we can easily put the new data point in the correct category in the future. This best 
decision boundary is called a hyperplane. 
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TABLE II 
REVIEW BASED ON SVM ALGORITHM 

Ref. No. Measure Description  Accuracy 

[13]  
Eye blinking rate 

Aims to maximize a value known as the “margin,” which is 
defined as the distance between the decision boundary and the 
closest training sample to the decision boundary 

Nil 

[5] Eye Aspect Ratio A SVM classifier is trained with the input of two sets of data. 
(For offline training)  

98.8% 

[10] EAR, Head position, 
yawning  

Head’s yaw angle or pitch angle considered Blinking used 
calculate the percentage of eyelid closure (PERCLOS) method 

nil 

[11] EAR, eye- glasses 
bridge detection  

SVM - demarcates the classes. 
 

84% 

 
3) Logistic Regression: Logistic regression is a supervised learning classification algorithm used to predict the probability of a 

target variable. The nature of target or dependent variable is dichotomous, which means there would be only two possible 
classes. In simple words, the dependent variable is binary in nature having data coded as either 1 (stands for success/yes) or 0 
(stands for failure/no). 

TABLE III 
REVIEW BASED ON LOGISTIC REGRESSION ALGORITHM 

Ref. No. Measure Description  Accuracy 

[13] Eye blinking rate  For solving linear classification problems and binary 
classification problems 

72.3% 

[14] Eye closure rate  Based on Supervised Learning Approach NIL 

[7] Heart Rate Detection 
(HRV) 

In person training of models gives more accuracy than naive 
bayes method.  

90% 

 
4) HAAR and OpenCV: Haar cascade is an algorithm that can detect objects in images, irrespective of their scale in image and 

location. The OpenCV library manages a repository containing all popular haar cascades that can be used for: Human face 
detection, Eye detection, Nose / Mouth detection, Vehicle detection 

 
TABLE III 

REVIEW BASED ON HAAR AND OPENCV 
Ref. No. Measure Description  Accuracy 

[3] Eye blinking, eye closing, 
yawning 

Parameters analysed - face tracking, fatigue state & recognition of 
key regions. 

97.5% 

[6] EAR, Blink Rate Analogic cellular neural network (OpenCV) algorithms are 
implemented 

80% 

[8] Eye Blink Rate System uses Haar-Cascades to detect the presence 
of eyes in the region isolated. 

NIL 

[9] Eye closure, eyeglasses 
bridge detection  

Average processing frame rates are up to 245 fps in a PC, NIR 
camera - image pre-processing 

91.49% 
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III. SYSTEM REQUIREMENT SPECIFICATION 
A. Objectives 
1) To detect the parameters that determine the level of drowsiness of the driver. 
2) To analyse and predict the drowsy condition of the driver using ML techniques. 
3) To investigate the physical changes of fatigue and drowsiness. 
4) To develop a system that uses Eye Aspect Ratio (EAR) as a way to detect fatigue and drowsiness and alert the driver.  

 
B. Project Scope 
In this project, we have focused on the following procedures: 
1) Basic concept of drowsiness detection system 
2) Familiarize with the signs of drowsiness 
3) Determine the drowsiness from these parameters 

a) Eye blink 
b) Area of the pupils detected at eyes 
c) Yawning 

4) Data collection and measurement. 
5) Integration of the methods chosen. 
6) Coding development and testing. 
7) Complete testing and improvement. 
 
C. System Requirements 
1) Software Requirements Specification 

a) Python 3 Libraries: Python is the basis of the program that we wrote. It utilizes many of the python libraries. 
i. NumPy: Prerequisite for Dlib. 

ii. SciPy: Used for calculating Euclidean distance between the eyelids. 
iii. Playsound: Used for sounding the alarm. 
iv. Dlib: This program is used to find the frontal human face and estimate its pose using face landmarks. 
v. Imutils: Convenient functions written for Opencv. 

vi. OpenCV: Used to get the video stream from the webcam. 
b) Operating System- Windows or Ubuntu 

2) Hardware Requirements Specification 
a) Laptop with basic hardware: Used to run our code. 
b) Webcam: Used to get the video feed. 

 
D. System Implementation Plan 
The framework is created utilizing the incremental model. The centre model of the framework is first created and afterwards 
augmented in this way in the wake of testing at each turn. The underlying undertaking of the skeleton was refined into expanding 
levels of ability. At the following incremental level, it might incorporate new execution backing and improvement. 
 
Modular Division: The entire architecture is divided into 6 modules: 
1) Face Detection: This module takes input from the camera and tries to detect a  face in the video input. The detection of the face 

is achieved through the Haar  classifiers mainly, the Frontal face cascade classifier. The face is detected in a rectangle format 
and converted to grayscale image and stored in the memory which  can be used for training the model.  

2) Eye Detection: Since the model works on building a detection system for  drowsiness we need to focus on the eyes detect 
drowsiness. The eyes are  detected through the video input by implementing a haar classifier namely Haar Cascade Eye 
Classifier. The eyes are detected in rectangular formats. 

3) Face Tracking: Due to the real-time nature of the project, we need to track the  faces continuously for any form of distraction. 
Hence the faces are continuously  detected during the entire time. 

4) Eye Tracking: The input to this module is taken from the previous module. The eye's state is determined through Perclos 
algorithm.  
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5) Drowsiness Detection: In the previous module the frequency is calculated and if it remains 0 for a longer period then the driver 
is alerted for drowsiness through  an alert from the system. 

6) Alert: The system will alert the driver if the drowsiness condition is detected by the use of a prediction system based on a 
machine learning approach.  

Fig 4:  System Architecture 
 

IV. OTHER SPECIFICATIONS 
A.  Limitations 
1) Dependence on Ambient Light: With poor lighting conditions even though the face is easily detected, sometimes the system is 

unable to detect the eyes. So it gives an erroneous result which must be taken care of. 
2) Optimum Range Required: When the distance between face and webcam is not at optimum range then certain problems are 

arising. Eyes are not detected with high accuracy which shows error in detection of drowsiness. The optimum distance range for 
drowsiness detection is set to 40-70 cm 

3) Hardware Requirements: Our system was run on a PC with a configuration of 1.6GHz and 1GB RAM Pentium dual core 
processor. Though the system runs fine on higher configurations, when a system has an inferior configuration, the system may 
not be smooth and drowsiness detection will be slow. The problem was resolved by using dedicated hardware in real time 
applications, so there are no issues of frame buffering or slower detection. 

4) Orientation of Face: When the face is tilted to a certain extent it can be detected, but beyond this our system fails to detect the 
face. So when the face is not detected, eyes are also not detected. This problem is resolved by using tracking functions which 
track any movement and rotation of the objects in an image. A trained classifier for tilted face and tilted eyes can also be used 
to avoid this kind of problem. 

5) Poor Detection with Spectacles: When the driver wears glasses the system fails to detect eyes which is the most significant 
drawback of our system. This issue has not yet been resolved and is a challenge for almost all eye detection systems designed 
so far. 

6) Problem with Multiple Faces: If more than one face is detected by the webcam, then our system gives an erroneous result. 
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B. Applications 
1) Public transportation systems and private transport where accidents occur due to driver fatigue. 
2) Vigilance on Security guards. 
3) Highly secured Nuclear Power projects where continuous monitoring is necessary 
4) Monitoring of soldiers in highly protected Military areas. 
5) Monitoring of students in classrooms. 

  
C. Future Work 
Features of zoom in and zoom out can be added to the existing system. Future work may be to robotically zoom in on the eyes as 
soon as they are localized. This would reduce the vast subject of view in order to come across the eyes and a narrow view in order to 
detect fatigue. It will be too late to give the warning at that point. New methods can be discovered to generate warnings by 
analyzing different eye motion patterns. Use of 3D images of the face would increase the accuracy of localizing areas of detection. 
Warning methods can be improvised by giving SOS message alerts to the emergency contacts and by vibrating the driver's seat. The 
model can be improvised by use of night vision infrared cameras to detect facial features at night. Detection can be further enhanced 
by usage of cameras capable of detecting eyes in low light. 
 

V. CONCLUSION 
The existing system consists of various approaches which are based on behavioral, vehicular and physiological aspects. Any of 
these approaches doesn't give 100% results. Every technique has some limitations which don't allow them to give perfect results. 
Thus on the basis of our study we conclude that if we try with a combination of two or more approaches such that one can reduce 
the limitations of another approach and thus help us in providing the best result. This can lead us in making a non intrusive and most 
efficient driver drowsiness detection system. We can combine some image processing approaches with some vehicular measures 
and physiological measures. Heart rate and respiration rates can be a good example of physiological measures which are clear 
indicators of drowsiness. To remove the intrusive nature of physiological measures we can use wireless sensors which can be 
effectively fitted in seat belts, seat covers etc. 
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