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Abstract: With rising Urbanisation the frequency of fires has increased. A rapid need exists for quick and effective fire detection. 
Traditional fire detection systems are utilizing physical sensors to detect fire. Sensors gather information about the chemical 
characteristics of airborne particles, which traditional fire detection systems then use to generate an alarm. However, it can also 
result in false alerts; for instance, an ordinary fire alarm system might be triggered by smoking inside a space. Using a computer 
system based on vision for detecting fire would facilitate rapid and precise detection of fire with the ongoing developments in 
image processing. A lot of observable improvements have been developed to help a successful fire detection algorithm or model. 
This paper compiles research on methods that, when used, can effectively detect fire. In addition, a system architecture for fire 
detection is developed in this study. It suggests many fire detection methods, including Celik, SDD, F-RCNN, R-FCN and 
YOLOv3. This paper offers a thorough comparison of the same. 
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I. INTRODUCTION 
Because of anthropogenic reasons and a arid climate, the number of reported fire cases in forests has risen yearly. Among the most 
crucial elements of surveillance systems used to keep an eye on structures and the surroundings are systems that detect fire. It is 
preferable for the system to be able to report a fire at its earliest stage as part of an early warning process. A variety of detecting 
systems have been extensively explored and put to use in order to prevent the horrible calamity of fire. for fire detection, two major 
sorts of approaches can be distinguished: 1) Conventional fire alarms, and 2) fire detection supplemented by vision sensors. 
Traditional fire detection systems are built around proximity-activated sensors like optical and infrared ones. These are not suitable 
for critical situations, and in the event of an alarm, human intervention is required and visit to the fire’s location is required. 
Additionally, such systems typically are unable to offer details like the size, location, and level of the fire’s burning. Researchers in 
this subject have looked into a variety of optical sensor-based technologies to get beyond these constraints; these systems have the 
advantages of requiring less human involvement, quicker response times, lower costs, and wider surveillance coverage. These can 
also confirm the presence of fire without the need for a person to travel to the scene and can provide comprehensive information on 
the fire, such as its degree, dimensions, etc. Other than the Benefits, these systems still have several drawbacks, such as complicated 
observational settings, unreliable illumination, and inferior frames. Researchers have made many attempts to overcome these 
concerns by taking into account both colour and motion attributes. Although this method is more accurate than conventional ones. 
there are still high cases of false alarms, the precision of the system can still be increased.  

 
A. Need for fire Detection 
The fourth disruptive risk identified by the survey participants for 2021 is FIRE. In India, there were 9,329 documented fire 
accidents with over 9,000 fatalities in 2020, which is a significant source of worry for businesses [1]. 
Rapid urbanisation and a lack of fire safety standards and guidelines are two major contributors to the increase in fire accidents. 
58% of fire-related fatalities in residential structures in 2019 compared to 2% in factories, according to NCRB data. THREAT 
MAPPING: A total of 9,329 instances of fire accidents were reported in 2020, with residential buildings reporting roughly 58% of 
all fatalities. The Supreme Court ordered all the states to conduct fire safety audits of designated Covid-19 hospitals in 2021 as a 
result of the at least 15 known incidents of fire-related accidents at covid hospitals in that year. According to the data from the 
Mumbai fire brigade, a total of 324 fires were reported in high-rise buildings in Mumbai between January 2020 and October 2021, 
and 127 of those buildings, or 39.2%, lacked a working firefighting system. This system was functional and used to use to combat 
fires in the remaining 197 buildings. Rapid urbanisation and densely inhabited urban clusters increase the risk of fire accidents 
because fires spread quickly in densely populated areas. Therefore, Prompt and effective fire detection is critical. 
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II. METHODOLOGY 
A. Pre-processing of Data 
Steps in Data Pre-processing for Machine Learning 

 
1) Obtain the Dataset 
The websites for dataset hunting are: 
a) Kaggle is quite well-organized [42]. 
b) Reddit, where users can ask for datasets for fire detection. 
c) Google Dataset Search, etc. 
If we wanted to be autonomous, we could design our own dataset, start with a few hundred lines, and add the rest as we 
went.[43][41] 
A Python library by the name of Beautiful Soup exists [11]. It is a library for extracting information from XML and HTML files 

 
2)  Import all of the required libraries 
The primary Python libraries utilized in this machine learning data pre-treatment & picture processing are: 
a) NumPy (performing scientific calculations) 
b) Pandas (toolkit for handling and analysing data) 
c) Matplotlib (2D charting tool)  
d) Scikit-Image (open-source image processing Python libraries) 
e) OpenCV (for computer vision and image processing tasks for a variety of applications is OpenCV) 

 
3)  Load the Dataset  
During this step, the dataset(s) obtained for the current ML project must be imported. 
a) Load Data with Python Standard Library [11]. 
b) To load machine learning data in Python, you may alternatively use NumPy and the numpy.loadtxt() function. 
c) The third approach for importing the machine learning data uses the pandas.read_csv() function from the Pandas library. 

 
4) Pre-processing 
a) Grayscale Conversion 
Grayscale is just the process of turning coloured images into black and white.[2]. 
grayimage = skimage.color.rgb2gray(image) 
plt.imshow(grayimage, cmap = 'gray') 

 
b) Data Augmentation  
Method for increasing a dataset. Standard data augmentation methods include flipping data horizontally and vertically, rotating data, 
cropping data, shearing data, etc. [11] 

 
5) Splitting the dataset  
Before a dataset is utilized in a machine learning model, it must be split into Testing Data->Unseen Data & Training Data->Seen 
Data. 

 
Fig 2.1 Splitting of Test and Train Dataset 

 
The training set is used for training a machine learning model. Usually, the dataset is split into 70:30 or 80:20 ratios.[11][10]. 
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6) Data Normalization 
It is a method for normalizing the independent variables in a dataset within a specified range. Scaling of features limits the range of 
variables. 
a) Standardization 

 
Fig 2.2 Formula for Standardization 

 
b) Normalization  

 
Fig 2.3 Formula for Normalization 

 
B. Feature/Attribute Selection 
The performance of your model is significantly impacted by feature selection, one of the fundamental ideas in machine learning. 
The data properties you use to train your machine-learning models have a considerable influence on the performance you can 
achieve.[23][26]. 
1) Filter Method: The characteristics are chosen, and then the model is constructed. Here, the correlation matrix is used for 

filtering, and VIF and Pearson correlation are typically used. 
2) Wrapper Method: A machine learning algorithm is required by a wrapper method, which uses its performance as a criteria for 

evaluation. 
a) Step Forward Selection: In each iteration, the feature that best improves our model is added, and this process continues until 

adding a new variable has no effect on the model's performance. 
b) Backward Elimination: Backward elimination helps the model to perform better by starting with all the features and removing 

the least important one at a time. 
 

3) Embedded Method: Embedded methods are iterative in that they handle each round of the model training process and carefully 
separate out the elements that are most helpful in training for that round. 
 

C. Training and Model Building 
The prepared data is fed into your machine learning model, which then uses the data to detect patterns and make predictions.[15]. 
Training can be done using various image processing algorithms [22][25].  

 
Fig. 2.4 Categorization of Algorithms 
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1) Yolo Only Look Once (YOLO)  
For detection of an object, the YOLO machine learning technique uses features obtained by a deep convolutional neural network. 
[31]. 
How does YOLOv3 work?  
The entire image is applied to a single neural network, which separates it into several regions. Predictions are then made using 
bounding boxes and probabilities depending on each region. 

 

 
 

Fig. 2.5 Working of yolo 
 

 
Fig. 2.6 Architecture of YOLO 

 
The third version of YOLO uses a 53-layered convolutional neural network architecture for feature extraction, with consecutive 1 x 
1 and 3 x 3 convolutional layers. The YOLO v3 convolutional architecture now has 106 layers after 53 more layers are added for 
detection reasons. [18][14]. 

 
2) Celik Algorithm  
The algorithm may be used in combination with conventional fire detection systems to minimize false alarms.[2]. 

 
Fig.2.7 Celik Algorithm 
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3) R-FCN (Region - Fully Convolutional Network) 
R-FCNs, also known as region-based fully convolutional networks, are a kind of region-based object detector. R-FCN is fully 
convolutional with almost every calculation shared on the actual situation, unlike initial object detectors (region based) like 
Fast/Faster R-CNN which use an expensive per-region subnetwork multiple of times.[38]. 

 
Fig. 2.8 R-FCN Architecture 

 
4) Faster Region based Convolutional neural network (F-RCNN) 
An expansion of Fast R-CNN is Faster R-CNN. Faster R-CNN performs calculations for all proposals (i.e., ROIs) at once as 
opposed to performing individual calculations for each proposal. 

 
Fig. 2.9 F-RCNN Architecture 

 
5) Single-Shot Detector (SSD) 
While using a multi-box to identify numerous things present in an image, single-shot detectors like YOLO only take one shot. It is a 
very accurate object detection technique that is much faster.[37][20]. 

 
Fig. 2.10 SSD Architecture 
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D. Prediction of Model 
Use the logistic regression method for predicting binary (0/1) outcomes; the decision tree classifiers, random forests classification 
algorithm, or KNN to predict multi-class (1 or 2 or 3...) outcomes; and the linear regression technique to predict continuous (0/1) 
outcomes. It is advised to use artificial neural network (ANN) approaches for the analysis of other unstructured data types 
(image/voice), such as speech recognition using Recurrent Neural Networks (RNN) and Natural Language Processing (NLP) and 
image identification using Convolutional Neural Networks (CNN). 

 
E. Evaluation of Model  
The model's performance is evaluated using data that has never been seen before [23].  
Testing Data -> Unseen Data 
Training Data -> Seen Data 
 
1) Confusion Matrix 
It is only a matrix-format representation of the mentioned parameters [24]. 

 
Fig. 2.11 Confusion Matrix 

 
True positives (TP): Results that are both predicted and actual positive. 
False positives (FP): are predictions of positive results that turn out to be negative. 
True negatives (TN): Results that are both predicted and actual negative. 
False negatives (FN): Predicted negative results that turn out to be positive. 
 
2) Precision  
Precision Percentage of cases that are positive compared to all predicted instances that are positive.  "How much the model is 
accurate when it says it is right" is the goal [40][33]. 

 
Fig. 2.12 Precision Formula 

 
3) Recall 
The percentage of incidents that are positive out of all instances that are actually positive. "How many more correct ones, the model 
missed when it presented the right ones." [26][24] 

 
Fig. 2.13 Recall 

4) F1 score 
It is the precision and recall harmonic mean. Greater The better because both contribute to this[23][17] 

 
Fig. 2.14 F1 Score 
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5) ROC (Receiver Operating Characteristics) 
A graph representing the performance of a classification overall classification thresholds is described as a ROC curve (receiver 
operating characteristic curve).[26]. 

 
Fig. 2.15 ROC (Receiver Operating Characteristics) 

 
III.  DISCUSSIONS 

This paper summarizes the most popular algorithms applicable to fire detection. Below is the comparison table between the different 
fire detection algorithms with respect to the given parameter [49]. 

 
TABLE I 

COMPARISON BETWEEN DIFFERENT ALGORITHMS 
Sr. no Algorithm Missed Detection 

Rate(%) 
False Alarm Rate(%) Accuracy(%) 

1 F-RCNN 29.41 0 83.87 

2 R-FCN 0.018 0.69 99.43 

3 SSD 0.036 0.97 99.20 

4 Celik 0 1.29 98.93 

5 YOLO v3 0 0.46 99.62 

 
IV.  CONCLUSION 

This research presents a comprehensive literature review on algorithms for fire monitoring and detection. The primary goal of these 
algorithms is the real-time detection and estimation of fire evolution. The suggested methods reliably identify fire in many scenarios 
and extract complex image fire properties automatically. YOLOv3 offers a significant advantage for fire detection and monitoring, 
according to a comparison of YOLOv3, SSD, R-FCN, Celik and Faster RCNN in terms of Accuracy, False Alarm Rate and Missed 
Detection Rate. 
Accuracy of CNN based algorithms were found out to be definitely better. The most precise algorithm based on YOLOv3, with a 
significantly high 83.7%, detects fire the fastest (28 Frames Per Second), and is the most resilient. This is because of its lower false 
alarm and missed detection rate, higher accuracy, Better speed and performance in comparison to other algorithm.YOLO v3 showed 
a low missed detection rate as low as 0%. It even had the second lowest false alarm rate (0.46) after Celik and the highest accuracy 
of 99.62%. 
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