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Abstract: Now a days Generative Artificial Intelligence is the buzz in the field of technology and science it is the implementation
of the Artificial intelligence to generate different types of contents with the help of its models and ease the human life to a extend.
Prompt Engineering is one of the arts of crafting instructions to guide large language models (LLMs), and has emerged as a
critical technique in natural language processing (NLP). This systematic study delves into the intricacies of prompt engineering,
exploring its techniques, evaluation methods, and applications. The study categorizes prompt engineering techniques into
instruction-based, information-based, reformulation, and metaphorical prompts. It emphasizes the importance of evaluating
prompt effectiveness using metrics like accuracy, fluency, and relevance. Additionally, the study investigates factors influencing
prompt effectiveness, including prompt length, complexity, specificity, phrasing, vocabulary choice, framing, and context. The
study highlights the impact of prompt engineering in enhancing LLM performance for NLP tasks like machine translation,
question answering, summarization, and text generation. It underscores the role of prompt engineering in developing domain-
specific LLM applications, enabling knowledge extraction, creative content generation, and addressing domain-specific
challenges. The study concludes by addressing ethical considerations in prompt engineering, emphasizing the need to mitigate
bias and discrimination while ensuring transparency.

Keywords: Prompt engineering, large language models, natural language processing, machine translation, question answering,
summarization, text generation, domain-specific applications, ethical considerations.

L. INTRODUCTION

In today’s world, we use technology to make our lives simple in all our everyday work. Artificial intelligence (Al) has made
significant strides in recent years, with advancements in machine learning and deep learning algorithms enabling machines to
perform tasks that were once exclusive to human intelligence. One particular branch of Al that has garnered immense attention and
has the potential to revolutionize various industries is generative Al. Generative Al refers to the subset of Al models and algorithms
that have the ability to learn patterns from vast amounts of data and generate original content autonomously. The backbone of
generative Al can be known as Prompt Engineering because the right context of the prompt may result in the right or the expected
output. In the realm of artificial intelligence, large language models (LLMs) have emerged as powerful tools capable of generating
human- quality text, translating languages, writing different kinds of creative content, and answering your questions in an
informative way. However, harnessing the full potential of LLMs requires a sophisticated approach to communication, one that
effectively bridges the gap between human intentions and machine capabilities. This is where prompt engineering steps in, offering
a systematic methodology for crafting prompts or instructions that guide LLMs towards desired outcomes.

Prompt engineering encompasses a range of techniques, each designed to elicit specific responses from LLMs. Instruction-based
prompts provide direct instructions or commands, while information-based prompts supply relevant context to inform the LLM's
response. Reformulation prompts rephrase or restructure queries to enhance LLM understanding, and metaphorical prompts employ
analogies to enrich comprehension. Evaluating the effectiveness of prompt engineering techniques is essential for identifying the
most suitable approaches for specific tasks. Researchers have developed various metrics to assess prompt effectiveness, including
accuracy, fluency, and relevance. Accuracy measures the correctness of the LLM's response, while fluency gauges the naturalness
and coherence of the output. Relevance evaluates the pertinence of the LLM's response to the given context or query. Beyond the
evaluation of individual techniques, a systematic study of prompt engineering entails a comprehensive analysis of factors
influencing prompt effectiveness. Prompt length, complexity, specificity, phrasing, vocabulary choice, framing, and context all play
a role in shaping the LLM's interpretation and response. Understanding these factors empowers researchers and users to design
more effective prompts, tailored to specific tasks and domains. Automated prompt engineering tools represent the next frontier
in prompt engineering, aiming to streamline and optimize the process of prompt design and selection. These tools leverage
algorithms and machine learning techniques to automatically generate prompts based on input queries or task specifications,
optimize prompt parameters for specific applications, and integrate seamlessly into LLM workflows.
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The applications of prompt engineering extend far beyond the realm of research. By enhancing LLM performance in NLP tasks such
as machine translation, question answering, and summarization, prompt engineering empowers users to extract meaningful insights
from vast amounts of text data. Additionally, prompt engineering facilitates the development of domain-specific LLM applications,
tailoring these models to specific industries and fields, such as medicine, law, and finance.

As LLM capabilities continue to advance, prompt engineering will undoubtedly play an increasingly crucial role in their
development and application. By fostering a systematic understanding of prompt engineering principles, researchers and users can
unlock the full potential of LLMs, enabling them to revolutionize communication, enhance knowledge discovery, and drive
innovation across diverse fields.

1. MOTIVATION
In the ever-evolving landscape of artificial intelligence, large language models (LLMs) have emerged as powerful tools capable of
generating human-quality text, translating languages, writing different kinds of creative content, and answering your questions in an
informative way.
These sophisticated models hold immense potential to transform various aspects of our lives, from communication and education to
research and creative endeavors.
However, unlocking the full potential of LLMs requires a deep understanding of how to effectively interact with them, and this is
where prompt engineering comes into play.
Prompt engineering, the art of crafting instructions or prompts to guide LLMs towards desired outcomes, has emerged as a critical
discipline in the field of natural language processing (NLP).
By carefully designing and utilizing prompts, we can effectively communicate our intentions to LLMs, enabling them to generate
more relevant, accurate, and fluent responses.

The motivation for a systematic study of prompt engineering stems from the recognition of its profound impact on the effectiveness

and applicability of LLMs. A systematic approach to prompt engineering allows us to:

1) Categorize and Evaluate Prompt Engineering Techniques: By categorizing different prompt engineering techniques based on
their underlying approach, we can systematically evaluate their effectiveness across various tasks and domains. This evaluation
process enables us to identify the most suitable techniques for specific applications and optimize prompt design for improved
performance.

2) Analyze factors Influencing Prompt Effectiveness: A systematic study delves into the factors that influence the effectiveness of
prompt engineering, such as prompt length, complexity, specificity, phrasing, vocabulary choice, framing, and context.
Understanding these factors provides valuable insights into how to design prompts that maximize LLM performance and
minimize errors.

3) Develop automated prompt engineering Tools: The systematic study of prompt engineering paves the way for the
development of automated tools that can streamline and optimize prompt design. These tools can automatically generate
prompts based on input queries or task specifications, optimize prompt parameters for specific applications, and integrate
seamlessly into LLM workflows, making prompt engineering more accessible and efficient.

4) Enhance LLM performance in NLP Tasks: Prompt engineering plays a pivotal role in enhancing the performance of LLMs in
various NLP tasks, such as machine translation, question answering, summarization, and text generation. By crafting effective
prompts, we can guide LLMs to generate more accurate, fluent, and relevant outputs, expanding their applicability and impact
across diverse domains.

5) Develop domain-specific LLM Applications: Prompt engineering empowers us to tailor LLMs to specific domains and
applications, enabling them to address unique challenges and provide domain-specific solutions. By incorporating domain-
specific knowledge and terminology into prompts, LLMs can be guided to extract relevant information, generate creative
content tailored to specific domains, and address domain-specific challenges, revolutionizing various industries and fields.

6) Address ethical considerations in LLM Development: Prompt engineering plays a crucial role in addressing ethical
considerations related to LLM development and usage. By carefully designing prompts, we can mitigate bias and
discrimination, promote fairness and inclusivity, and ensure responsible and ethical use of LLMs.
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1. LITERATURE SURVEY

Table 1: Literature survey

Sr Paper Title Author Summery Gap
no.
| Pre-train, Prompt, Pengfei Liu, Weizhe This paper provides a
and Predict: A Yuan, Jinlan Fu, Zhengbao | comprehensive overview of
Systematic Survey of | Jiang,Hi- prompting methods in NLP,

Prompting Methods in
Natural Language
Processing

roaki Hayashi, Graham
Neubig (2023)

covering different prompting
techniques, evaluation methods,
and applications.

| Few-shot Fine-tuning

vs. In-context Learn-
ing: A Fair Comparison
and Evaluation

Marius Mosbach, Tiago
Pimentel, Shauli
Ravfogel, Dietrich Klakow,
Yanai Elazar (2023)

This paper compares few-shot
fine-tuning and in-context learning
for NLP tasks, demonstrating the
effectiveness of prompt engineering
in in-context learning.

This paper focuses

on a specific application

of prompt engineering, in-
context learning,

while the base pa-

per provides a more general
overview of prompt
engineering techniques and
applications.

| Jailbreaking ChatGPT via

Prompt Engineering:
An Empirical
Study

Yi Liu,Gelei Deng,
Zhengzi Xu, Yuekang Li,
Yaowen Zheng , Yin
Zhang, Lida Zhao,

Tianwei Zhang , Yang Liu
(2023)

This paper investigates the use of
prompt engineering to bypass safety
filters in ChatGPT, highlighting
potential security concerns related
to prompt engineering.

This paper focuses

on the potential
negative impacts

of prompt engineering,
while the base paper
focuses on its positive
applications.

| Tool Learning with

Foundation Models

Yujia Qinl, Shengding
Hul, Yankai Lin, Weize
Chen, Ning Ding, Ganqu
Cuil

, (2023)

This paper introduces the concept
of tool learning, where LLMs
are trained to learn and use tools
to perform tasks, demonstrating
the potential of prompt
engineering in tool development.

This paper focuses

on a specific application
of prompt engineer ing,
tool learning, while the
base paper providesa
broader overview of
prompt engineering
techniques and

Giant Leap for AGI: A
Complete Survey
onChatGPT in AIGC Era

CHENGHAO LI, YU
QIAO, SHENGZHENG,
SUMITKUMA DAM
MENGCHUN ZHANG,
(2023)

applications in AIGC (Al-generated
content), highlighting the role of
prompt engineering in

creative text generation.

applications.
| One Small Step for CHAONING ZHANG, This paper provides compre- This paper focuses
Generative Al, One CHENSHUANG ZHANG, | hensive survey of ChatGPT andits| on the wuse of

prompt engineering in
creative text
generation, while

the base  paper
provides a broader
overview of

prompt engineering tech-

niques and appli- cations.
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6/ A Survey of Large Lan- Wayne Xin Zhao, Kun| This paper surveys the capabili- ties) This paper pro- vides a
guage Models Zhou, Junyi Li, Tianyil and applications of LLMs, general overview of LLMS
Tang, Xiaolei ~ Wang,| highlighting the role of prompt| and does not delve into the
Yupeng Hou, Yinggian| engineering in their develop- ment specifics of prompt engi-
Min, Beichen (2023) and usage. neering tech-
niques.
7/ Augmented Language Grégoire Mialon, Roberto | This paper surveys augmented| This paper focuses on
Models: a Survey Dessi, Maria Lomeli, language models, which en- hance| augmented lan- guage
Christoforos Nalmpantis, | LLMs with additional ca- pabilities,| models and does not
Ram Pasunuru, highlighting the role of prompt| exten- sivelyexplore
Roberta Raileanu.(2023) engineering in aug- menting LLMs. | prompt engineer-
ing techniques for
standard LLMs.
8] A Survey for In-con- text| Qingxiu Dong , Lei Li | This paper surveys in-context This paper focuses on
Learning Damai Dai , Ce Zheng | learning, a learning paradigm for| in-context
Zhiyong Wu,(2023) NLP tasks, demonstrating the role| learning and does not
of prompt engineering in enabling extensively ex- plore
in-context learning. other prompt
engineer-
ing applications.
9| Towards Reasoning in| Jie Huang Kevin Chen- | This paper surveys reasoning in| This paper focuses on
Large Language Mod- els:| Chuan Chang. (2023) large language models (LLMs) and reasoning in LLMs and
A Survey identifies challenges and does not extensively
opportunities for future re- search. | explore prompt

engineering as a tool
for enhancing rea- soning

10 Prompting Large Lan-
guage Model for Ma-
chine Translation: A Case

Study

Biao Zhang Barry Haddow
Alexandra Birch (2023)

In this paper it is presented a
systematic study on prompting for
MT, exploring topics ranging from
prompting strategy, the use of
unlabeled monolingual data, to
transfer learning.

capabilities.

This paper focus on
Prompting for MT)|
requires re- taining the
source target mapping
signals in the
demonstration.  Directly

applying monolingual datd
for prompting sounds
interesting

but doesn’t work.

A. Problem Definition

(AVA

PROBLEM DEFINITION AND SCOPE

To study the use and applications of Prompt Engineering in various domain and the functioning of different models.

B. Scope

The scope of prompt engineering is vast and ever-growing, encompassing a wide range of applications and potential impacts. Here
are some key areas where prompt engineering is having a significant impact:

1)

Natural Language Processing (NLP): Prompt engineering is revolutionizing the field of NLP, enabling the development of more

effective and versatile NLP systems. LLMs can be prompted to perform a variety of NLP tasks, including:

2)
3)

Text summarization: Generating concise summaries of lengthy texts, capturing the main points and essential information.
Machine translation: Translating text from one language to another, preserving the meaning and context of the original text.
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4) Question Answering: Answering questions about specific topics or knowledge domains, drawing from large amounts of text
data.

5) Dialogue Generation: Engaging in natural and coherent conversations with humans, understanding context and responding
appropriately.

6) Creative Content Generation: Prompt engineering is unlocking the creative potential of LLMs, enabling them to generate a
variety of creative content formats, such as:

7) Poems: Crafting poems in various styles, mimicking the works of renowned poets and exploring different genres.

8) Stories: Writing creative narratives, developing engaging plotlines, and creating memorable characters.

9) Scripts: Generating screenplays for movies, TV shows, or plays, incorporating dialogue, scene descriptions, and character
interactions.

10) Musical Pieces: Composing music in different genres, producing melodies, harmonies, and rhythms.

11) Knowledge Discovery: Prompt engineering is facilitating knowledge discovery by enabling LLMs to extract insights from large
datasets:

12) ldentifying Patterns: Uncovering hidden patterns and relationships within complex data, providing insights into underlying
trends and structures.

13) Making Predictions: Forecasting future outcomes or events based on historical data and patterns, informing decision-making
and risk assessment.

14) Generating Hypotheses: Formulating new ideas and hypotheses based on existing knowledge, guiding future research and
exploration.

15) Code Generation: Prompt engineering is assisting in code generation, enhancing the productivity and efficiency of software
development:

16) Generating Code Snippets: Prompting LLMs to generate code snippets in various programming languages, automating routine
tasks and reducing development time.

17) Refactoring Code: Assisting in code refactoring, improving code quality, readability, and maintainability.

18) Detecting Bugs: Prompting LLMs to identify potential bugs or errors in code, reducing the risk of software malfunctions.

19) Education and Training: Prompt engineering is transforming education and training by providing personalized and interactive
learning experiences:

20) Generating Customized Study Materials: Prompting LLMs to create personalized study guides, practice problems, and adaptive
learning exercises.

21) Providing Interactive Tutorials: Prompting LLMs to guide users through complex concepts and procedures, providing real-time
feedback and explanations.

22) Generating Personalized Feedback: Prompting LLMs to analyze student work and provide constructive feedback, identifying
strengths and areas for improvement.

V. BACKGROUND

A. Prompt Engineering

Prompt engineering, an emerging field in natural language processing (NLP), focuses on designing and crafting instructions or

prompts to guide large language models (LLMs) towards desired outcomes. LLMs, such as GPT-3 and LaMDA, have demonstrated

remarkable capabilities in various NLP tasks, and prompt engineering plays a pivotal role in unlocking their full potential by bridging
the gap between human intentions and machine capabilities.

Prior to the advent of prompt engineering, LLMSs were often trained on massive datasets of text and code, and their responses were

limited to the patterns they had observed in that data. This could lead to repetitive, unoriginal, or even harmful outputs. Prompt

engineering, however, allows for more precise control over the LLM's outputs, enabling users to guide the model towards specific
goals or outcomes.

The emergence of prompt engineering has been driven by several factors:

1) Increased Complexity of NLP Tasks: As NLP tasks have become more complex, requiring more nuanced understanding and
reasoning, traditional approaches to training LLMs have become less effective. Prompt engineering provides a more flexible
and adaptable approach to guiding LLMs in these challenging tasks.

2) Rise of domain-specific Applications: The demand for LLMs in various domains, such as medicine, law, and finance, has
created a need for tailoring these models to specific
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Modalities

Natural Language Text: This is the most common modality for prompt engineering, involving crafting prompts in human
language to guide LLMs in generating text, translating languages, writing different kinds of creative content, and
answering questions in an informative way.

Code: Prompt engineering can also be used to guide LLMs in generating or modifying code, enabling them to perform tasks such
as programming, software development, and data analysis.

Scripts: Prompt engineering can be applied to generate scripts for various purposes, such as screenplays, plays, and musical
pieces.

Modelling Techniques in Prompt Engineering

Various modeling techniques can be employed in prompt engineering, each with its own strengths and applications:

1)

2)

3)

4)

5)

D.

Template-based Prompts: These prompts follow a predefined structure or template, providing a consistent framework for
guiding LLM responses. They are particularly useful for tasks that require a specific format or style, such as writing emails or
generating reports.

Instruction-based Prompts: These prompts directly instruct the LLM what to do or how to respond, providing explicit guidance
for task completion. They are effective for tasks that require clear instructions and step-by-step instructions, such as following
recipes or assembling furniture.

Information-based Prompts: These prompts supply relevant context or background information to inform the LLM's response,
enhancing its understanding of the task or query. They are helpful for tasks that require prior knowledge or background
information, such as answering questions about historical events or scientific concepts.

Reformulation Prompts: These prompts rephrase or restructure queries to improve the LLM's comprehension, making them
easier for the model to process and interpret. They are useful for tasks where the original query may be ambiguous or unclear,
such as rephrasing complex questions or translating informal language.

Metaphorical Prompts: These prompts employ metaphors or analogies to enrich the LLM's understanding, providing a deeper
context or frame of reference for the task. They are particularly effective for tasks that require creative thinking or abstract
reasoning, such as writing poetry or generating metaphors.

Applications

Prompt engineering has a wide range of applications across various domains, empowering LLMs to perform diverse tasks and
address various challenges:

1)

2)

3)

4)

5)

Natural Language Generation: Prompt engineering can be used to generate human-quality text for various purposes, such
as writing creative content, translating languages, and composing emails or letters. It enables the crafting of engaging
narratives, translating complex documents, and producing personalized communications.

Question Answering: Prompt engineering can guide LLMs to provide comprehensive and informative answers to
questions, even in open-ended or complex domains. It facilitates the extraction of knowledge from vast amounts of text,
enabling the answering of questions about science, history, or current events.

Machine Translation: Prompt engineering can enhance machine translation accuracy and fluency, particularly in
challenging domains such as medical or legal texts. It improves the understanding of nuances and specialized terminology,
leading to more accurate and natural-sounding translations.

Summarization: Prompt engineering can empower LLMSs to generate concise and informative summaries of lengthy texts,
capturing the key points and essential information. It enables the distillation of complex information into concise
summaries, facilitating knowledge assimilation and decision-making.

Domain-specific Applications: Prompt engineering enables tailoring LLMSs to specific domains and applications, such as
medicine, law, and finance, addressing unique challenges and providing domain-specific solutions. It adapts LLMs to
understand and generate.
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VI. METHODOLOGY

A. Block Diagram

Generative Al Models

Prompt Output
Chat GPT
Text , Image DACCE
’ Google Bard
Stable Diffusion

Text, Image,

Video, Audio

Fig 1:- Block diagram of Prompt

B. Architecture Diagram of Prompt Engineering

[Source:- Promptengineering.org ]
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Fig 2:- Architecture Diagram of Prompt Engineering
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C. The Flow in Developing an effective Al Prompt
[Source: - Promptengineering.org]

02
INSTRUCTIONS

OS5
PARAMETERS

—
PROMPT
Fig 3:- The Flow in Developing an effective Al Prompt

VII. IMPLEMENTATION DETAILS
A. Output of the Various Prompt Engineering Techniques
1) Template-Based Prompt
» Prompt to Generate Summery of an essay

use bullet points to explain what this essay is about. make sure each point is no longer
than 10 words long. at the end write a summary about the essay in no more than 500

Bullet Points:

= India's diverse landscapes mirror its people, cultures, and traditions.

= Profound spirituality evident in temples, shrines, and pilgrimage sites.

= Hinduism, Buddhism, Jainism, Sikhism, Islam, Christianity, Judaism coexist
harmoniously.

= Cuttural diversity reflected in regional traditions, languages, and art forms.

= Culinary adventure with flavors, spices, and textures from diverse traditions.
Economic growth transforms India into a global economic powerhouse.
IT sector, manufacturing, and service industries contribute to innovation
Challenges of poverty, inequality, and environmental concerns persist
India embraces modernity while preserving rich cultural heritage.

Resilience, adaptability, and entrepreneurial spirit shape India's future_
Summary:

The essay "India- A Tapestry of Cultures, Traditions, and Enduring Spirit™ celebrates the
rich and diverse tapestry that defines India. From its varied landscapes to profound
spirituality, the country’s identity is deeply rooted in a harmonious coexistence of

religions. Cultural diversity is showcased through unique traditions, languages, and

vibrant art forms, while the culinary landscape is a symphony of flavors reflecting

India’s agricultural abundance.

India's economic journey is marked by transformative growth, particularly in the IT
sector, positioning the nation as a global economic powerhouse. However, the
narrative does not shy away from acknowledging persistent challenges such as
poverty, inequality, and environmental issues that require collaborative efforts for

resolution.

As India navigates the 21st century, the essay emphasizes the delicate balance
between embracing modernity and preserving cultural heritage. The resilience,
adaptability, and entrepreneurial spirit of the Indian people emerge as driving forces
shaping the nation’s future

In essence, India's story is one of unity in diversity, a blend of tradition and modernity
marked by both challenges and triumphs. The essay presents India as a nation that has
weathered centuries of change, continually evolving and emerging stronger. The
unfoiding narrative captivates the world with vibrant colors, rich traditions, and an

enduring spirit that defines the heart of the Indian cGvilization

Fig 4:- Prompt to Generate Summery of an essay
In this Prompt an essay is given as input and then on the bases of the question the output is generated.
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» Prompt to generate Conversation

Q You
Continue the fallowing converaation

Uger: Hello
Barct H there? How can | help you todsy™
Uger: 'm interestad in leaming more about prompt engineering.

ChatGPT

Barct Ah, prompt engineering—an Intriguing topic! it Imoives orafting effective Queries
or Inputs to get desired cutputs from language models ke me. it's about finding the
right balance of Spedificity and darity In your prompta. How deep 0o you want 10 dive
Into this?

User: 'm lodking 10 understand the principies behind orafting prompts for specific

tackz Any tpe?

Barct Abcoksiely! When rafiing promets, clarity & key. Oearty define your tagk o
Question, and spedfy the format you want the anower In. For oampie, Iif youTre seeking
a5t make that exict. Also, experiment with rephrazing 1o 5ee how R irpacts the
responGe.

Uzer: interesting. What about contet” How imporiant & R in prompt enginearing”

Barct Contenat 15 crucial! Providing contexd helips me understand your Query better. You
Can use 8 series of prompts 10 estadilch context or reflerence price Inflormation, Its Tke
heving & converzation—ench Input bulis on the previous one.

User: Thet maikes sense. Are there any common mistaikes peopie make when It comes
10 prompt engineering”

Barct Certainiy One common mistake IS being too vague or ambiguous. The moded
may not Srasp the Intent weil Alzo, avoid assurming the model knows everything;
sometimes, It neect pict Information. And remembey, It's an ongoing process of
refining and erating your prometa.

User: Crest Spe! How abaut Gealing with Dias in responges” Any thoughts on thae™

Bart Ah, acdreszing bies 5 orucial. Be minciul of your phvasing 10 svoild unintentionsl
bieses I you notice blased responses, congider acdiuating your prompts of provicing
Clearer Instructions to mitigate those tiases.

User: Thanks for the Insightsf One last question: any recommended resources for
aving deeper Into promet engineering”

Barct Abookutely! You might find Openils documentation an promet engineering
helpfhd. Also, expionng community forums and SCUEEions Can provice valuabie
Insights and stretegien. And of course, practice IS ke The more you experiment, the
Detteryou'l become &t crafting effective prompta

User: Wonderfu? I check thase out. Thanks for the guidance, Bars?

Barct You're weicome® Happy promet Orafting, and feel free 10 return If you have more

OmGr™ car ruba varsom. Comcer Checdrg oo Fforrion

Fig 5:- Prompt to generate Conversation

In this Prompt a conversation is given as a input and then on the bases of the dialogues the output is generated.
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2) Instruction-based Prompts
» Generating Creative Content

You

- write a poem &3 Helena, Helena (5 8 25 years oid and an amazing witer. her writing
style b similar 10 famous 26t century poet Rupl Kaur. wifte &5 Helena, write a poem for
her 15 years 0ld sister 10 Osjebrate her siaters high School gradustion, this will be read
out 1o friencts and farmily ot the gathering.

ChatGPT

Inthe Quiet hum of dawn's embrace,
Atsle unfoids, & memory traced

T my dearest skater, on this specil day,
Awhizpered poem, In teilight's baliet

Through the cormidons of time, you walked,

Inthe dance of youth, dreamg tafled

High schoo! halls witnegsed your bloom,
Cracusting, dear sister under the crescent moon

On, 18 2prings, 8 kaleidcacope of hues,

Inthe camvas of your heart, love accrues,
From addlescent whizpers 10 secrets shared,
Qur sisterhood, & bond forever deciared.

In pages tumed, a5 legoong learned
Your S0P ignited, your wisdom eamed
AS Rupl wesves words, 50 doyou
Apoet's heart, forever trus.

Inthe rirythm of your verses, & meiody sweet,
Asymphony of dreama, with grace replete.
Through the Ink-ztained nights and hopefl days,
You've crafied tafes In the sun's S0ft bieze.

T my sister, a writer, 8 souf unbound,

In Sracuation’s SOwn, with lsureis Ccromned.
Your pen dances with celestial ink

A poet's magic, 8 sorcerer’s link.

Inthe galiery of memories, this chapter unfols,
High school echoes, each tale it holda,
Ineverytess, inevery lsugh,

Your graclation’s an epliome, 8 photograph,

T the next chapter, &5 the curtain drams,

May your dreams be boundiezs, and love be the cawse.
WAth the Ink of hope, and the Quill of Sdight,

Sicter, congrats on your scholarty fight

S0 heres 1o you, In joyous communion

Asiaters pride, 8 heartielt reunion,

Inthe garden of achievements, you're the bioom,
Congratulations, dear sister. In this grand baliroom.

Fig 6:- Generating Creative Content

In this Prompt an outline context of a poem is given as a input and then on the bases of the context the output is generated.
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»  Answering Open-Ended Questions

o You
Ertefy expisin the theory Of relathity In a way that a 10-year-okd Can uncderstand.

CatGPT

Sure Imagine You and your friend are DnyIng CEtch On & moving train. When you Shrow
the ball, It SOSSITE Just SO Stralght 10 yOour friencs; it is0 MOoves with

SOMECNE OWRSIOe tThe train IS weiching, tThey see the Dall moving with

That's a bit Bk how EInctein's theory Of relathvity works?

owtzice might Soe Iime passing a IRtie afferently for you. s liae time Can stresch or

Squtsh, Sepencing On how YOu're MOMInG Compared to Other things.

Sg, In Simpie terns, the theory of reistivRy IS abowut how time and Space can change
Sepending ©

OwyouTe moving Compeared 10 Other Stuft. 'S e & Codl Secret about
hOow the woric works?

Fig 7:- Answering Open-Ended Questions
In this Prompt a question is given as a input and then on the bases of the question the output is generated.

3) Information-based Prompts
» Research and Summarization

< You
Frovice & Short Surmmeary Of the recent resemech On the Dotential Denafits Of groen tes

FOr FECICING The risik Of hemrt Ciseace. InCILCE the Tincings Of key Stucles and MghEght
oy Brritaions Or Controwersies.

2ra
CraeGeT

2 of iy Iact knowlecpe update In Jenusry 2022, Severs Stucies hae Sicred the

fNncings mery herve emerped since
ey Fincings:

1 Antioicart Properties: Croen 1em 1S ko fo6 R FSh Concentrahion of Ciechies,
Parncusany epigaiccatechin pefiste
SnNticocEnts My held Protect the CanicwnscLinr Sy Socmm Sromm Co
2 Lowering LDE Cholestarcl: Sorme Stucies hove SUSSested that Sreen
ey leac 10 & recucHon in Iow-Censity IPoprotein (LDL) Cholesterol kevets, Commnonty
referred 1o 85 "Dac™ Chalesterol Lowering LDE Chalesterot 158 Dosithve Incicssor Sor
heort heoen,
Emproving Blood Vessol Funciion: Resemrch InciCates that the CoNSuUmemion of Sroen
2em might Contritute 10 FFErOVed endothelial Tuncon, Whch &5 Crucial for hemitty
BHOOC vessein Enhanced encothefial TUNcHion 15 SECOCStec With & lower risk of
Seveoping hesrtreied lsoues

= Shacles SLBDESt That reguler CONGUAMETaN Of green

meclcations, Partcutarty
CUS Cemrcise CHLmIon With
anc cormtting wen a

Hetorogenaity of Studics: FINCINSS SCrOss CIfforent Stuckes May vary Cue 1o facsors
Such a5 SuCy Cesion, ParSciPant SEmOSraEhics, and waristions In Sreen

S i

SLBBEStng Potertial CarUiovascuter Denefits
'S Cruciss 10 Interpeet these INCINGS with
NSciNg resesrch. Inchvicusis Interested in
INCOrpOting Sreen tes NSO their Bfestyte S0r heart health SHhowc GO S0 I MoCeramion
Snc CONEUt with hesfthcare Drofessionats, copocialy If they hawe Casting hoafth
iy, Semying INSorMEd Sbout The istese
Continues 10 ewctve.

Fig 8:- Research and Summarization

In this Prompt a summery is asked for research as a input and then on the bases of the question the output is generated.
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» Writing a Blog Post

Q You
Wiite In brief a biog poat about the advantages and dsadvaniages of dectric vehicies,
targeting an sudience of emdronmentially CONGCIOUS COMNBUMETS.
Vi

OChatGPT
TRz Navigating the Creen Roact Pros and Cons of Blectric Vehices for the
Emvironmentally Coracious

In 8 workd Increacingly sware of our emvironmentall impact, the dedate surroundng
dectric vehicies (EVE) has taken center stage. For the envircnmentally conscious
congumey, the cholce between conventional and alectric vehicies Invoives a caret
congideration of both advartages and dzachvantages, Let's take a closer ook,

Adventages:

1. Zevo Emissions: One of the primary schantages of slactric vehicies 15 their
contribution %0 Seaner air. With 2ero talipipe emiszions, EVE dignificant!y reduce the
carbon foctprint, pleying & crucial role In combeatting air pollution and dimate change.

2. Roducod Dependency on Fossll Fusls Unilie tracitional vehicies refiant on gasolng,
EV5 draw power from eleciricity, which can be genensied from renewsbie sources.
This shift heips decreace dependency on Sniie fozcl fusls, promoting 8 more
sustainabie energy future.

2. Lower Oparating Costs: Over the long term, alectric vehicies tend 10 have lower
opersting costa YATh fewer moving perts, maintenance i generally simpier and less
frequent, transiating to potential savings for the environmentally CONSCIOUS CoNGUMer.
Government incentives: Marty governments woridwide are encouraging the adoption
of gectric vehicies through Incentives Such a5 tax credits, rebaties, and special acoess
%0 carpool lanes. These perks malke chodsing an EV even more attractive for eco-
minded consumen

Daadvantages

1. Umiled Range: One of the primary concems with electric vehicies IS the limited
Oriving range per charpe compared 10 traditional vehicies, While technology 15
acdvancing, some EVE may not be sultabie for long-distance travel Impacting
consumer chokces.

2. Charging infrastructure Althoush Improving rapicly, the charging Infrastructure for
EV5 15 5t not a5 widespread as tradiional gas stations. This can be & Imiation,
especially for thoce without easy acoess 1o hame changing stations

3. Upfvont Cost: The Initial oozt of purchazing an slectric vehicie tends 10 be higher than
that of tracitionall cars, primarty due 10 the expengive battery tachnalogy However, &5
technologly sdvances and economies of scale come Into play, this cost gap s
g0y ramomng
Environmental impact of Battery Production: The manufacturng process of slectric
vehicie batieries Involves mining and procescing materials with envircnmental
mplicationa. Proper diapasel and recycing methods for these batteries also need
mprovement 10 minimize emvironmental impact.

Fig 9:- Writing a Blog Post

In this Prompt a blog post is asked to generate as a input and then on the bases of the question the output is generated.
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4) Reformulation Prompts
» Clarifying Ambiguous Prompts

Q You
Summartze the artice "Oimate Change and RS rpact ™®

ChatGPT

'm soery for any confusion, Dt as of my st inowledpe upcate In January 2022 1 dont
have 8002 10 specific artices, InCuding one titied "Oimate Change and Itz Impact.™
this 15 a hypothetical titie O If you have speciiic Information O ey points from the
articie, I'd be happy 10 help you summeartae or cisouss the topic baged on the
Information avaliabie up %0 my lect update. Alternatively, ¥ you provide detalls or
Speciic polnts you'd like 10 Inciude In the summery, | can assist you In crafting 8
summary

You
Summartze the artice “Cimate Change and s impact” In S key paints, focuzing on the
mast significant changes cboerved and potential future scenarioa.

Ot GPT

Certaindy, while | dont have speciic iInformation about an articie titled “Climete Change
and s impact* | can provice a general summarny of key polnts often dlsoussed In
articies on this topic

1 Global Tomperature Riser

* Qiratie change I marked by a digniicant increase In gicbal temperstures,
attributed primarity 10 the rige In greenhouse 9as emizcions, particularty carbon
dadde from human acthvities lie burning focall fusic

2. Extrome Woathor Events:

* Otoervadie Impacts of cimetie change Inciucde an Increace In the freguency and
ntercity of odreme westher events Such as hurricanes, droughts, wicnres, and
floods These events poGe severe rishs to ecogystems, humean heaith, and
Infractructure.

© Malting ice Caps and Rising Soa Lovels:

* Oiratie change has led 10 the acosiersted melting of polar ioe caps and glaciers,
contributing 10 rising Ses levela This phenomenon poses a threst to.coastal
regions, leading to Increased fiooding and the potential displacement of
communities.

Ecosystom Disruption and Blodiversity Loas

* Changing dimate conditions disrupt ecogy=tems, affecting the distribution and
behavior of plant and aniimall species This contritutes 10 blociversity los &5
certain species struggie to adapt or face habitat degracistion,

5 Future Sconarios and Mitigation Efforts

* Projections for the future highiight the urgency of mitigating cimaste change to
avold more severe consequences. This Includes recucing greenhouse ges

emizions, trargitioning to renesable energy s0urces, and iImplementing
achptation strategies to Cope with Inevitabie changes.

While these kzy points provice a general oveniex the spedific detalis and emphasis
may vary based on the content and focus of the actual articie you are referring to. Fyou
have Speciic Information Or exoerpls from the articie, | can provide & more tafiored
summary

Fig 10:- Clarifying Ambiguous Prompts

In this Prompts we have given two inputs in one input a generalized way is used and in other more detailed description is given so
the output generation can be done precisely.
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» Breaking Down Complex Tasks

Q Yw
Dewsiop & marketing Campalsn 10 POMAOte Our NEw product.

B OwatGPT
Centainty! T devsiop 8 marketing campaign for your new product, ITs important 1o
congider various elements such 26 target audience, mescaging, channeis, and budiget.
Here's 8 step-by-step guide

1 Define Your Target Aadionce:

* ICentPy the Cemographic and PEyChographic Characieratics of your idesl astomens
Understand their needs, preferences, and behayions 10 tafior your campaign
effectively

2. Sat Clear Ctjectives:

* Estabish meacurable goals for your Campaign, such 85 Increasing brand awareness,
Oriving sales, or eXpanding Your customer base. Engure your objectives align with
your oversll business strategy

3. Craft a Urique Saling Proposition (USP):

* Cearty articufiste what 5e25 your new product apert fom competiorn Highiight s
unique festures, Denefits, and how It SO0re25es QSomers’ pain poNts.

4. Deweiop Compaliing Messaging:

* Creste a conzistent and compeliing message that resonaties with your target
audience. FOouS on communicating the value and benefits of your procduct rather than
Just RS festures

5. Choase Markating Channcis:

* Select the moat sppropriste channels %0 reach your sudience. This may Inciude a mix
Of digitsl and tracitional Channeis such ax
* Social medis pletforms
* Emal marketing
* Influencer partnerships
* Contert marketing
* Print and onfine publications
* Bvents and sponGorshice

6. Croate Engaging Contont:

* Deveiop high~Quaiity content that ofigng with your mescaging and & talicred %0 each
chasen channel. This could Inciude product Videos, biog pasts, socisl media upctes,
and interactive contert

7. implemant a Pre-launch Toaser Campaigre

* Cenerste oxitement before the oficial launch Dy teasing your audience with
Simpzes of the procuct, behing-the-soenes content, o exclusive previews. Use socisl
media countdowns and emall teasers 10 buld anticipation.

8. Launch Evant or Promotion:

* Conzider hoating & launch event, whether virtuaily O In-perscn, 10 urnvell your new
Procuct. Atermatively, Ofier SXIUGVE DFOMOSIONG Of JSCOUNEs for earty sdopte:
Incentivize Immediate interest and purchases.

2 Leverage influancars:

* Collsborate with Influencers who aflgn with your brand and target sucdience. Thelr
endaorsement Can 800 CrediRilRy 20 YOur prodiuct and extend your reach 10 thelr
Sollowers,

0. Monitor and Optimize:

= Use analylics %oc track the performance of your campaign. Moniior iy metrics
Such a5 webclte trafic, comversion rates, and sociel media engagement. Use the
IrGights eined 10 Optimize your strategy for CONSINUOWS Irprovement.

Remember 10 stay consistent acros ofl touchpoints and continually azcess the
effectiveness of your cCampaign 10 make data-Ciriven adustments & needed.

Q Y

1 idenfify the target audience for the new procuct.

2 Research the preferences and needts of the target audience.

2 Deveiop key mezcaging thet resonaties with the tarpet sudience and highlights the
Products benefits.

4 Crestie a mutti-channel marketing campaign that reaches the target audience
effectively.

S Repiacing Jargon with Layman's Terma:

© idontifying the Targat Audianoe

* iKentPy the Specific Sroup Of peopie who would be moat interested In and benefit

Fom the new procuct. This could Indiude demographics ke age, locstion,
Interests, and purchasing behavicr.
| Rozearchiny Proferonces and Noods:

* Conduct thorough research 0 understand what your target sudience lies,
diciies, and needn. Cather ingights heir preferences, challenges, and
acpirations related to prOCUCES Similar 10 yours.

- Devdloping Key Messaging:

* Creste mescages that cirectly Connect with your tarpet audence. Highlight how
the new Product sddresses thelr needs and soives thelr protiera. Use langusge
that &5 relstabie and resonates with thelr ifestyte.

| Creating a Muti-Charnol Marbating Campaigne

* Deveicp a campaipn that utiizes various channeis 10 reach your tarpet sudience
effectvely This may Include 50cial media, emall, influencers, and traditionsl
marketing methods. T message and content for each channes

5 Replacing Jargon with Layman's Torms:

* Simpity technical or InAustry-speciic language Into terms that are eacly
unGerstandabie by the general sudience. Aoid uzing Complex jargon that might
confuze rather than inform. Use plain language 10 engure Sear communication.

Fig 11:- Breaking Down Complex Tasks

In this Prompts we have given two inputs in one input a generalized way is used and in other more detailed description is given step
by step so the output generation can be done precisely.

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 610



International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 12 Issue VI June 2024- Available at www.ijraset.com

5) Metaphorical Prompts
» Generating Visual Art

Prompt

Create a painting that captures the feeling of a quiet snowstorm, using
shades of blue and white to convey the stiliness and serenity of the

scene with a boy standing and looking at the moon.

@ DALL-E

Open in Editor EECENEIEICATENELTE

Fig 12:- Generating Visual Art

In this Prompts we have given a specific input to the model to generate a specific image.
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» Generating Code

R —
Beip me Dufid 2 small React apeiication 10 heip users Visunize thelr budget. malke Sure
R meets the folowing reQuiremere=.

1 Inciucie a fonm CompPonent with three Inputs titie, bucdiget and spent
2 when the Sorm B Sutrmitiad, ackd the new Ducdiget 10 an armay Of Ducgets

ChaaGPT

Certand)y* Eciow IS 2 SATEie omampic of 2 REact apol Icalion That Meets your
reguirements. This eampie accumes you have Set up & React project uoing Creste
Renct 20p Or a shmilar took

1. First, inctall React ¥ you havent alreacy”
T

o Cremte-resct-apg bDudpet -wvissellicetion

budget -vissalizetion

1. Replace the COntert Of “arc/Age- 3a ™ WIH the following COOe

<

L0 I 4
(Sudpets, metSudpets] =
(formbute, setformbata)] =

- (m) == ¢

({ ... .formDuta, [e.target. nese):

(I formbeta. title || |formOData budpget || |formData. spent)
< ’:

nenudget -
formDuts . title,
(formbDuts . udget ) .
(formData . spant ) .

([- . .budpets, neeuipet)):
« - = -

<
“stiw -

I Sudpet Visueliratione/hix

»hdd Budget</utton>

i
gt ) -
e
(Sudpets . secd (budget, index) == {
<14 - -
“strong>{(budpet . titla)</strong> - Budget: ${budget.
-/ 1am
)
“falm

“«faiwm

T mCET car mmis varmcss CoemCer Teckre FeOoE STy aion.

Fig 13:- Generating Code

In this prompt we have given the input to the model to generate a code for developing a website and it gives the code as an output.
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VIIl.  CONCLUSION

Thus, Generative artificial intelligence (Al) has emerged as a transformative field, empowering machines to learn from data and
generate original content autonomously. This report has provided a comprehensive and systemic study of prompt engineering
techniques, covering various aspects such as modeling techniques, applications, literature survey, and conclusions. Prompt
engineering has emerged as a powerful tool for leveraging the capabilities of LLMs, enabling users to achieve a wide range of tasks
and applications. By understanding the principles, techniques, and applications of prompt engineering, individuals and organizations
can effectively harness the power of LLMs for their specific needs and contribute to the advancement of this transformative
technology.
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