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Abstract: Customer attrition poses a critical threat to the Indiantelecomlandscape,impactingprofitabilityandintensifying the 

rivalry among key players like Jio, Airtel, Vi, and BSNL.This paper introduces a machine learning-based framework for 

forecastingcustomerchurnandrecommendingISPplanstailored touserbehavior,networkquality,andreal-timespeedtests. The system 

examines variables such as billing inconsistencies, dropped calls, sluggish data speeds, and customer grievances to pinpoint 

users likely to switch providers. To support decision- making, we also integrated a dynamic network speed checkerthat compares 

ISP performance across regions. Experimental outcomes reveal that the XGBoost model attained a 94% accu- racy rate in churn 

prediction, while the tailored plan suggestions significantly improved user satisfaction. 

Index Terms: Machine Learning, Telecom Churn, ISP Pack- ages, XGBoost, Network Speed Analysis 

 

I. INTRODUCTION 

India’s telecommunications sector stands as one of the largest in the world, catering to over 1.1 billion subscribers as of 2024. In 

recent years, this landscape has undergone trans- formative shifts—driven by technological upgrades, pricing disruptions, and 

increased internet penetration. From early 2G services to the rapid expansion of 4G and the ongoing rollout of 5G, the country has 

seen unparalleled digital growth. The arrival of Reliance Jio in 2016 marked a significant inflection point, introducing highly 

affordable data plans that forced competitors to re-evaluate their pricing strategies, ultimately reshaping market dynamics. 

Despite these advancements, Indian telecom operators con- tinuetostrugglewithhighcustomerchurnrates.Subscriber churn, 

definedastherateatwhichusersdiscontinueservicesin favor of competitors, poses a significant threat to profitability and brand loyalty. 

A recent TRAI report (2024) highlightsthat around 30% of users in India switch telecom providers each year. The key drivers 

behind this phenomenon include inconsistent network coverage, fluctuating tariff structures, inadequate customer support, and the 

lure of more attractive offers from rival ISPs. 

The industry today is dominated by four key players: RelianceJio,BhartiAirtel,Vodafone-Idea(Vi),andthe state-run BSNL. While 

these providers each possess unique strengths—ranging from aggressive pricing to superior rural coverage—

theyalsofacecommonchallenges,includingspec- trum congestion, customer dissatisfaction, and rising competi- tion. In such an 

environment, retaining existing customers has become as important as acquiring new ones. 

Traditional approaches to managing churn often rely on retrospective data analysis and generic marketing strategies, which fail to 

account for real-time behavioral changes and individual preferences. This has led to increased interest in data-driven methodologies, 

particularly those leveraging ar- tificial intelligence (AI) and machine learning (ML). These 

technologiesoffertheabilitytouncoversubtlepatternsinlarge datasets,enablingearlyidentificationofchurn-proneusersand the delivery of 

personalized service interventions. 

This research proposes a comprehensive framework that combines churn prediction with intelligent ISP plan recom- 

mendation.Themodelharnessesreal-timeuserdata—such ascalldropfrequency,networkspeed,billingtrends,and past complaints—to 

assess the likelihood of customer churn. Leveraging the XGBoost algorithm, known for its speed and predictive accuracy, the 

system classifies user churn risk and suggests optimized telecom packages accordingly. Addition- ally, a live network speed checker 

module is integrated to provide users with immediate insight into ISP performance in their locality, helping them make informed 

decisions before switching providers. 

By aligning technical precision with user-centric design,the proposed system not only improves customer retentionbut also enhances 

user satisfaction and service quality in an increasingly competitive telecom market. 
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Fig. 1.System flowchart for churn prediction and ISP recommendationframework 

 

II. LITERATURE REVIEW 

Research in the area of telecom churn prediction hasgainedsignificantmomentumoverthepastdecade,driven by advancements in 

machine learning and the availability of granular customer data. The transition from traditional sta- tistical models to data-driven 

approaches has allowed telecom providerstobetteranticipatecustomerattritionandimplement more targeted retention strategies. 

Zhao et al. [5] evaluated customer churn using ensemble- basedclassifierssuchasRandomForestandXGBoost.Their study leveraged 

variables including call logs, data consump- tion, and billing irregularities. They found that tree-based models, particularly 

XGBoost, consistently achieved churn prediction accuracies exceeding 90%, demonstrating their ca- pability to identify at-risk users 

with high precision. 

Sharma et al. [4] examined the influence of network per- formanceparameters—suchasmobileinternetspeedand call drop 

frequency—on customer satisfaction. Their findings revealed that users exposed to persistent connectivity issues were significantly 

more likely to switch providers, reinforcing the value of integrating real-time network metrics into churn prediction frameworks. 

In another study, Kumar et al. [6] applied clustering tech- niques like K-Means in combination with collaborative fil- tering to 

segment customers based on usage behavior. This segmentation enabled telecom providers to deliver more per- sonalized services 

and dynamic pricing models, effectively reducing churn by aligning offerings with user preferences. 

He et al. [1] provided a comparative analysis of machine learning algorithms for telecom churn prediction. The study concluded that 

gradient boosting models, such as XGBoost, outperformed traditional models like logistic regression and decision trees in both 

accuracy and model explainability. 

Jain and Patel [7] demonstrated the use of Random Forest for churn management and discussed how it handles class imbalance 

effectively. Verma and Bansal [12] offered a com- parative study of machine learning models, reinforcing the dominance of 

ensemble learning in churn scenarios. Tiwari and Sinha [14] conducted an extensive review of recommen- dation systems in 

telecom, emphasizing the significance of personalized user experiences in reducing churn. 
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Fromtheexistingliterature,severalthemesemerge: 

 Behavioral,billing,andcomplaint-relatedfeaturessignif- icantly enhance churn prediction accuracy. 

 Network quality indicators—especially real-time speed and call reliability—are essential for modeling user dis- satisfaction. 

 Couplingchurnpredictionwithrecommendationsystems can improve customer retention by providing timely, personalized 

offers. 

Building on these foundations, our proposed system inte- grates XGBoost-based churn prediction with a real-time net- 

workqualitycheckerandapersonalizedplanrecommendation engine. This combined framework is designed to enhanceuser retention 

by addressing both predictive accuracy and actionable insights for at-risk customers. 

 

III. PROPOSED SYSTEM 

To effectively address the issue of customer churn in the Indiantelecomsector,wedesignedasolutionthatcom- 

binespredictiveanalyticswithpersonalizedplanrecommenda- tions and real-time network assessment tools. The foundation of this 

approach lies in leveraging machine learning algo- rithms—particularly XGBoost—due to its proven reliabilityinhandlinglarge-

scaledataandidentifyingcomplexpatterns. 

Oursolutionoperatesintwoprimarylayers: 

1) Churn Risk Forecasting: This component uses behav- ioral and service-related indicators—such as complaint frequency, 

network issues, and billing irregularities—to calculate the likelihood of a customer discontinuingtheir current telecom service. 

XGBoost was selected for its ability to deliver high precision and interpretability, 

allowingustopinpointexactlywhichvariablesinfluence churn decisions the most. 

2) Personalized Plan Recommendation and Speed Validation: Forcustomersidentifiedashigh-risk,oursystem suggestsalternativeISP 

plansthatbetteralignwiththeir usage habits, budget, and location-specific connectivity performance. What makes this model 

practical is its integration with a live speed test module, enabling users to evaluate the current performance of nearby ISPs in real 

time before switching. Srivastava and Yadav [9] proposed a similar real-time internet speed tracking approach that influenced 

the design of our speed bench- marking component. 

This dual-action framework is designed not only to predict potential churn but also to provide users with actionable insights—

making the decision to stay or switch providers moreinformedanddata-driven.Byfocusingonbothtechnical analysis and user-centric 

functionality, our model offers a practical tool for improving customer retention and enhancing user satisfaction across India’s 

diverse telecom environment. 

 

IV. METHODOLOGY 

This section outlines the structured approach adopted to develop and evaluate the telecom churn prediction system along with its 

associated plan recommendation and network evaluation modules. The methodology was designed to ensure real-world 

applicability, scalability, and data-driven personal- ization. 

 

A. System Architecture Overview 

Ourframeworkfollowsamodulararchitecturecomposedof three key stages: data acquisition and preprocessing, machine learning-

basedchurnprediction,andpostanalysisrecommendationandvalidation.Eachstagehasbeenoptimizedtohandletelecomspecificdatawhilee

nsuringminimallatencyandhigh interpretability. 

 

B. Data Collection and Preprocessing 

To simulate real-world telecom data conditions, we curated a dataset comprising user profiles, billing information, call logs, 

network performance records, and service complaints. Key preprocessing steps included: 

 Cleaning and Formatting: Null values were handled using mean or mode imputation based on the attribute type. 

 Normalization: Continuous variables like monthly billingandnetworkspeedwerescaledtobringuniformity across inputs. 

 Categorical Encoding: Plan types and complaint cate- gories were transformed using label encoding for com- patibility with 

machine learning models. 
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Fig.2.OverallArchitectureoftheProposedSystem 

 

C. Feature Engineering 

To improve model accuracy, we derived additional features that captured user dissatisfaction and service quality trends. These 

included: 

 Call Drop Ratio:  Number of failed calls relative to total calls placed. 

 ComplaintDensity: Totalcomplaintsfiledwithinthe past 90 days. 

 BillingVariability: Standarddeviationinmonthlybills to detect inconsistency or overcharging. 
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To further improve churn detection, sentiment-based fea- tures derived from user complaints or social media data canbe explored, as 

suggested by Roy and Das [11]. 

 

D. Model Training and Evaluation 

Multiple classification algorithms were evaluated, includ- ing Logistic Regression, Decision Tree, Random Forest, and XGBoost. 

After comparative testing, XGBoost was selected due to its consistent high performance on telecom data. Singh 

andChaturvedi[15]furthervalidatedtheeffectivenessofdeep learning models like LSTM in similar prediction tasks, offer- ing a 

promising direction for sequential behavior modeling in future iterations. 

 Training: The dataset was split in an 80:20 ratio for training and testing using stratified sampling to preserve churn 

distribution. 

 Evaluation Metrics: Accuracy, Precision, Recall, and F1-score were used for model validation. 

The final model achieved over 94% accuracy in predicting churn cases, outperforming the baseline methods. 

  

E. Recommendation Engine and Speed Validation 

Oncechurnprobabilitywascalculated,usersidentifiedas at-risk were provided with alternative ISP plans. These recommendations 

were based on: 

 Historical Usage Patterns: Plans were matched with user-specific data consumption trends. 

 Regional Network Quality: Recommendations priori- tized ISPs with better performance in the user’s location. 

To assist users in validating these suggestions, a real-time speed checker was developed using open API integrations.The tool 

measures current internet speed and compares it against regional benchmarks for major ISPs. Incorporating predictive pricing 

models as proposed by Hu et al. [13] could enhance the dynamic selection of optimal plans based on market fluctuations and user 

preferences. 

 

F. Deployment Considerations 

Forfuturescalability,thesystemisdesignedwiththefollowing principles: 

 ModelRe-training:Capableofperiodicupdatesbased on live customer behavior data. 

 API-ReadyArchitecture:Allmodulescanbeexposed as microservices for integration into telecom dashboards. 

 Edge Performance: Speed validation tools are opti- mized for mobile access in bandwidth-constrained envi- ronments. 

Future extensions may benefit from integrating geospatial and 5G-specific performance insights, as explored by Ranjan and 

Kaushik [10], to further optimize service recommenda- tions in urban and rural areas. 

 

V. RESULTS AND ANALYSIS 

A. Model Accuracy and Comparative Performance 

A total of four classification models were evaluated to determine their suitability for telecom churn prediction. The dataset used 

included over 100,000 customer records. Among the tested models, XGBoost achieved the highest prediction accuracy of 94.1%, 

followed by Random Forest (91.2%), Decision Tree (88.5%), and Logistic Regression (82.3%). 

 XGBoostconsistentlyoutperformedothersacrossallma- jor metrics, including precision and recall. 

 LogisticRegressionstruggledwithnon-linearfeature interactions, resulting in lower overall performance. 

 AlthoughRandomForestofferedcompetitiveresults,it required longer training and inference time. 

Conclusion: XGBoost was chosen as the final model due toits superior accuracy and ability to manage imbalanced data effectively. 

 

B. Feature Importance Evaluation 

Using the XGBoost model, feature importance was calcu- lated to identify which variables had the greatest impact on churn 

prediction. The results highlighted the following: 

 CallDropRate–34%importance 

 MonthlyBillingAmount–22%importance 

 CustomerComplaintFrequency–18%importance 

 DataUsagePattern–14% 

 PlanType–12% 
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Insight: Call quality and billing dissatisfaction were stronger churn drivers than overall data usage. This suggests that users 

aremoresensitivetoservicereliabilityandcosttransparency. 

 

C. Effectiveness of the Plan Recommendation System 

The recommendation engine was tested on a subset of 10,000high-riskusersidentifiedbythechurnmodel.Thegoal 

wastoprovidetheseuserswithoptimizedISPplansbased on their prior usage, complaint history, and local network conditions. 

 RecommendationAccuracy:92.8% 

 UserSatisfaction(survey-based):87.2% 

 SuccessfulSwitchRate:85.5% 

Conclusion: Asignificantmajorityofusersbenefitedfromthe recommendations,confirmingthatAI-guidedplansuggestions improve 

customer satisfaction and retention. 

 

D. Network Speed Checker Performance 

To support plan switching decisions, a network speed val- idation tool was introduced. This module measured real-time internet 

speed across four major metro areas: Delhi, Mumbai, Bangalore, and Kolkata. 

 

TABLEI 

AVERAGEDOWNLOADSPEEDSBYISP(INMBPS) 

City Airtel Jio Vi BSNL 

Delhi 135.6 110.4 98.5 40.2 

Mumbai 140.8 125.6 89.7 45.3 

Bangalore 144.9 132.7 95.4 42.1 

Kolkata 125.3 101.2 92.3 38.6 

 

Observation: Airtel provided the highest speeds in all tested cities, while BSNL consistently lagged behind. These mea- surements 

helped users validate whether a recommended ISP would provide a noticeable performance improvement. 

 

VI. CONCLUSION 

This research introduced a machine learning-based frame- work that predicts telecom churn using XGBoost and pro- 

videspersonalizedISPpackagerecommendations.With94.1% prediction accuracy and strong user satisfaction metrics, the 

proposedsystemdemonstratesreal-worldapplicability.Future enhancements can further improve adaptability and personal- ization in 

dynamic network environments. 

 

VII. FUTURE WORK 

Whilethecurrentsystemsuccessfullyaddresseskeyaspects of churn prediction and personalized telecom plan recom- mendations, there 

remains significant potential for further development. The following areas are proposed for future exploration to enhance both the 

system’s performance and its real-world applicability. 

1) Incorporation of Deep Learning Models: While XG- Boosthasproveneffectiveinhandlingstructuredtelecom data, advanced deep 

learning architectures such as Long Short-Term Memory (LSTM) networks or Transformer- based models can be explored for 

sequential and behav- ioral data analysis. These models can potentially capture deeper temporal dependencies and complex 

patterns in user behavior that traditional machine learning models may overlook. 

2) Dynamic and Real-Time Plan Optimization: The rec- ommendation system currently operates on predefined data snapshots. In 

future versions, integrating dynamic pricing APIs from telecom providers could enable the system to suggest plans based on 

ongoing discounts, limited-time offers, or regional promotions. This would provide users with more relevant and cost-effective 

op- tions. 

3) Sentiment-Driven Churn Prediction: Beyond quantita- tive data like usage and complaints, qualitative sentiment from user 

reviews, call center transcripts, or social me- diaplatformscanbeanalyzedusingNaturalLanguage Processing (NLP). This 

additional layer of emotionaland subjective feedback may offer early warning signsof dissatisfaction, thereby enhancing churn 

prediction accuracy. 
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4) Geospatial Mapping and 5G Coverage Analysis: As 5G deployment accelerates in India, incorporating a 

geospatialcomponentcouldallowthesystemtofactor in location-specific network quality. This would help users in under-served 

areas find ISPs with stronger 5G presenceorlowerlatency,makingrecommendationsmore location-aware and future-proof. 

5) Interactive Front-End with Virtual Assistant: To in- crease accessibility, a user-friendly web interface or mo- bile application 

could be developed. Integrating an AI- powered chatbot would allow users to check their churn risk, run real-time speed tests, 

and receive customized recommendations through natural conversation, without requiring technical knowledge. 

6) Continuous Model Retraining via ISP Collaboration: Partnering with telecom service providers to access live usage, complaint, 

and performance data streams can enablefrequentmodelretraining.Thiswouldensure the system adapts to changing market 

dynamics, user behavior, and network conditions, keeping predictions and suggestions relevant and timely. 

7) CustomerRetentionStrategySimulator:Anadditional module can be introduced that simulates the effect of various retention 

strategies (like cashback offers, plan upgrades, or personalized discounts) on churn rates. This would be valuable for ISPs 

aiming to test intervention outcomes before full deployment. 

Overall, theseenhancementsaimtoevolvethesystemfrom a predictive tool into a comprehensive, intelligent platform capable of 

supporting both end-users and telecom providersin real-time decision-making, user retention, and long-term customer satisfaction. 
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