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Abstract: With the increased popularity of social media sites like Twitter and Instagram over the years, it has become easier for 
users of the sites to remain anonymous while taking part in hate speech against various peoples and communities. As a result, in 
an effort to curb such hate speech online, detection of the same has gained a lot more attention of late. Since curbing the 
growing amount of hate speech online by manual methods is not feasible, detection and control via Natural Language 
Processing and Deep Learning methods has gained popularity. In this paper, we evaluate the performance of a sequential model 
with the Universal Sentence Encoder against the RoBERTa method on different datasets for hate speech detection. The result of 
this study has shown a greater performance overall from using a Sequential model with a multilingual USE layer. 
Keywords: Hate Speech Detection, RoBERTa, Universal Sentence Encoder, Sequential model. 
 

I. INTRODUCTION 
This decade has seen a rapid rise in the use of social media and networking sites. Sites like Twitter, Facebook, and Instagram have 
become some of the most frequently used sites for the general public to share their thoughts and opinions on various matters. 
However, these sites have also seen a rapid increase in the amount of hate speech and offensive language being published and 
shared by the users. 
With today’s climate, the detection of hate speech and offensive language online has become a necessity and the companies owning 
these sites have had to take on the responsibility of censoring and keeping in check the hateful content. This need for censorship has 
led to the automation of detection of hate in text as manually checking the content shared by users has become near impossible due 
to the sheer amount of content that exists on these platforms. The need for automation of hate detection has in turn led to the 
research and development of several machine learning and natural language processing methods for the same. More recently, deep 
learning and neural networks have gained attention over classical machine learning algorithms in such tasks. 
In this study, we conducted a set of experiments mainly focussing on the use of Neural Networks with techniques like RoBERTa 
and Universal Sentence Encoder in analyzing and accurately detecting whether a certain text can be considered hate speech or not. 
We approached the task as a binary classification problem and compared the performance of the two models on the given data based 
on evaluation metrics used. 
 

II. LITERATURE SURVEY 
Recently, researchers have shown an increased interest in automatic hate speech detection in social media. Most of the current  
studies in the literature have primarily modeled the problem as a supervised classification task, whether using classical machine 
learning approaches or deep neural network approaches, we conducted a set of experiments mainly focussing on the use of Neural 
Networks with techniques like RoBERTa and Universal Sentence Encoder . Kwok and Y. Wang [16] proposed a supervised 
machine learning model to detect racist hate speech against black people in the Twittersphere and suggested improving the model by 
considering other features such as sentiment features and bigrams. Daniel Cera et al [13] present TensorFlow Hub sentence 
embedding models having good task transfer performance.  
They show how model complexity, resources, and transfer performance are related. Comparisons are done between baselines with 
and without transfer learning, as well as baselines with word-level transfer.  
Aljero et al [5] proposed a genetic programming (GP) model for identifying hate speech in which each chromosome represents a 
classifier with a universal sentence encoder as a feature. For the four publicly accessible hate speech datasets, the suggested GP 
model showed better results compared to other algorithms. 
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III. DATASETS 
In this section, we describe the datasets used in our study of Hate Speech Detection methods. We used three datasets namely, the 
ETHOS binary dataset, the HatEval dataset, and a dataset consisting of text and labels sourced from sites like Kaggle. For final 
comparison of performance, we combined a few datasets for the model to be able to detect hate speech in general and not specific 
cases of the same. 

IV. EXPERIMENTS 
In this section, we elaborate on the experiments conducted in our study of Hate Speech Detection. We tested the performance of two 
model architectures on different hate speech datasets. These two architectures include - A Universal Sentence Encoder based Neural 
Network approach and a RoBERTa based approach.  
 
A. Preprocessing 
We applied several preprocessing techniques to the data before feeding the same input to our models. Since the data consists of 
tweets and text from social media sites, the text contains emojis, emoticons, hashtags and other symbols, as well as numbers. In 
preprocessing, we remove all these unnecessary symbols and characters, remove stopwords, and clean the text further by removing 
punctuation. 
We must arrange the model input sequence in a certain way to meet pre-training. To accomplish so, you must first tokenize and then 
numericalize the sentences appropriately in the Roberta-based technique. The problem is that each pre-trained model that we will 
fine-tune requires the exact same pre-process - tokenization & numericalization - than the pre-process used during the pre-train part. 
 
B. Universal Sentence Encoder Based Approach 
The Universal Sentence Encoder encodes text into high dimensional vectors. It condenses a sentence as a 512-dimensional sentence 
embedding, uses this same embedding to complete many tasks, and modifies the sentence embedding based on the errors it makes. 
Because the same embedding must perform several generic tasks, it will only capture the most useful information while ignoring 
noise.  
This then produces a general embedding that can then be used for tasks such as text classification. The Universal Sentence Encoder 
comes with two different architectures, namely, the Transformer architecture and the Deep Averaging Network architecture. In this 
study, we make use of the Multilingual Universal Sentence Encoder variant with the Transformer architecture. 
In this study, we develop and build a sequential model with the Multilingual Universal Sentence Encoder being added as a layer. 
The sequential model is built with several layers with an input layer, the USE layer is then added, a dense layer, a dropout layer with 
a rate of 0.3, and finally the output layer and uses the ‘adam’ optimizer. Since the task at hand is essentially a binary classification 
task, binary cross-entropy was used as our loss function with accuracy, precision, recall etc as our evaluation metrics. The model 
was tested with different parameters and the most optimal configuration was used.  
 
C. RoBERTa Based Approach 
RoBERTa: A Robustly Optimized BERT Pretraining Approach by Yinhan Liu and et al, [15] first introduced the RoBERTa model 
and is an improvement on  BERT, removing the next-sentence pretraining objective and training with much larger mini-batches and 
learning rate. Each model architecture is related with three different sorts of classes: 
A model class for loading and storing a specific pre-train model. 
A tokenizer class is used to pre-process data in order to make it compliant with a specific model. 
A configuration class that allows you to load and save your settings. 
RoBERTa shares the same architecture as BERT, but it employs a byte-level BPE as a tokenizer (as does GPT-2) and a different 
pre-training technique. 
Self-training methods with transformer models have achieved state-of-the-art performance on most NLP tasks.RoBERTa shares the 
same architecture as BERT, but it employs a byte-level BPE as a tokenizer (as does GPT-2) and a different pre-training approach. 
RoBERTa is trained on BookCorpus, roberta-base” was trained on 1024 V100 GPUs for 500K steps, and transfer learning is 
incorporated. Cross entropy loss  was used as the loss function and Adam optimiser was used as the optimiser. For the dataset under 
study different hyper parameters were modified and finetuning of the model was done using based on the validation loss. 
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V. EVALUATION OF EXPERIMENTAL RESULTS 
A. Universal Sentence Encoder Based Model 
From our experiments, the Universal Sentence Encoder based model works well even with a smaller amount of data. The 
performance of this model has been measured with the help of some evaluation metrics including AUC, FPR, Precision, Recall, etc. 
The performance of the model is as shown. 

 

Fig. 1 Measure of Accuracy and Cost for USE based model 
 

 

Fig. 2  Evaluation Measure Results for USE based model 
 
 

 

Fig. 3  Classification Report for the USE based model 
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Fig. 4  ROC Curve for USE based model 
 
B. Roberta  Based Model 
For the datasets under study, Roberta based model  has been evaluated with  metrics including Accuracy, Precision, Recall.It 
exhibited good  validation accuracy of 0.87 and validation loss of 0.43,however ,as  it is a classification task with imbalance in the 
dataset, the model’s precision and recall was also studied which showed average results. 
 
 

Fig. 5 Evaluation results for Roberta model 
 
 

   

Fig 6 Precision recall curve for Roberta based model 
 

VI.  RESULTS 
The section discusses the experimental results of the proposed model on four different datasets and provides a comparison    
between our results and other methods on the same datasets.The experiments were implemented using Python 3.7. Using the 
Roberta approach on the data sets under study, a validation accuracy of 87.51% was achieved after fine tuning the model.The 
Universal sentence encoder showed a better  performance with 91.96 % validation accuracy and predicted instances of hate speech 
more accurately compared to the Roberta approach for the same conditions and dataset. 
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VII. CONCLUSIONS 
In this study, we analyse two common and popular text classification methods and compare their performance in Hate Speech 
Detection. We conducted several experiments with our models and tested them on multiple datasets. From these experiments, we 
found that the model using Universal sentence encoder performs better than the Roberta model and also provides more reliable and 
accurate predictions overall. These models can also be further extended to perform multiclass classification with a more detailed set 
of classes like offensive or aggressive language and even against a certain community. Overall, it is clear that natural language 
processing methods like those used in this study are crucial to the detection and control of hate against persons and communities 
online. 
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