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Abstract: Traffic signs play a crucial role in providing drivers with critical information. Therefore, motorists must possess the 
ability to read and understand traffic signals in order to drive safely. There has been a lot of research on traffic sign detection 
during the past many decades. There is a severe lack of real-time and precise detections in the present state of the art of traffic 
sign detection, which is preventing it from being really useful. This study details an approach to traffic sign recognition that 
operates in real-time and provides drivers with voice assistance. This system is comprised of two subsystems. Locating and 
recognising traffic lights is the first step in using a trained Convolutional Neural Network (CNN). A text-to-speech engine will 
then narrate the traffic sign to the driver after it has been detected. Using Deep Learning techniques, we construct a very 
efficient CNN model using a benchmark dataset for real-time detection and identification. One benefit of this technology is its 
ability to recognise and elucidate traffic signs for drivers, regardless of their level of attentiveness or comprehension. This sort of 
technology is equally important for developing autonomous automobiles. 
 

I. INTRODUCTION 
Due to the widespread usage of vehicles, every country has implemented suitable road laws and regulations to ensure the safety of 
drivers and passengers. One of them is the traffic sign, which provides drivers with crucial information and helps to convey the rules 
that need to be followed in that area. A traffic sign is designed to convey a message quickly and accurately, even to those with less 
cognitive capacity. Various factors contribute to drivers failing to see traffic signs, which may result in accidents. These include 
drivers' lack of attention, lack of awareness, carelessness, and distracting driving habits. Furthermore, drivers in less-populated areas 
may struggle to understand the meaning of a given street sign since they are unfamiliar with the abundance of signs seen in more 
metropolitan areas. Drivers sometimes disregard certain traffic signs because they think they are superfluous. The drivers' varied 
perspectives also contribute to this lack of knowledge. Fatalities and severe injuries might result from drivers failing to interpret 
traffic signals. In order to solve these problems, this study suggests a way to better detect and identify traffic signs in real time and 
to narrate these signals to drivers. Both autonomous and assistive vehicle systems may benefit from this kind of configuration. In 
order to put the framework into action, Just go for it employs Convolutional Brain Organisation (CNN) model engineering. The 
model's simplified accuracy and faster locating rates make the framework suitable for continuous traffic sign detection. Drivers 
might benefit by listening to the message of a certain traffic sign while they are on the road. The audio narration helps with the 
problems of not seeing the traffic signs, not knowing what they are, and how complicated they are. 
 

II. LITERTURE SURVEY 
Survey 1 – Proposed By: S.A. Bhaskar et al. (2020) 
Methodology: Deep Learning Techniques, Convolutional Neural Network (CNN).  
Description: Their research focused on improving the designs and training methods of convolutional neural networks for use in real-
time detection and classification applications.  
Final Product: We got an accuracy rate of 0.875 using CNN and deep learning. Decline factors: Their capacity to generalise across 
varied kinds of traffic signs and environmental situations is limited since they depend on characteristics that are manually created.  
 

Survey 2 – Proposed By: G. Zhang et al. (2018)  
Methodology: Traditional deep learning techniques.  
Description: This research shed light on the current state of the art by comparing several algorithms and pointing out their 
advantages and disadvantages. Final Product: The accuracy rate in 2018 was 0.823 using traditional techniques.  
Decline factors: The real-time performance that is essential for applications such as autonomous driving is impacted by processing 
speed restrictions.  
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue VIII Aug 2024- Available at www.ijraset.com 
     

214 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Survey 3– Proposed By: P.S. Amudhavel et al. (2019).  
Methodology: Traditional computer vision techniques with CNN.  
Description: They set out to find a way to combine the best features of the two methods in order to make detection more accurate 
and resilient in many kinds of environments.  
The result was an increase in the accuracy rate (0.845) over the previous year.  
Cons: Big datasets pose scalability issues.  
 
Survey 4 – Proposed By: R.K. Singh et al. (2019).  
Methodology: Hardware and Software based solutions  
Description: Their research summarised enabling technology developments and offered a framework for further study in the topic.  
Final Product: The attained accuracy rate is 0.862, which is based on hardware and software solutions.  
Downsides: The setting makes a difference.  
 
Survey 5 – Proposed By: Y. Wang et al. (2020)  
Methodology: Deep Learning, Geometric features.  
Description: Their solution outperformed the state-of-the-art because it used geometric restrictions to enhance the localisation 
accuracy of identified indicators.  
Final Product: A new level of accuracy of 0.902 has been achieved. Negative: Insufficiency in Stability  
 

III. PROPOSED SYSTEM 
We are currently developing a method to improve our real-time traffic sign detection, interpretation, and explanation capabilities. 
Both fully autonomous vehicles and technologies that help vehicles may benefit from this kind of technology. The system is built 
using the convolutional Neural Network (CNN) architecture, which is known for its rapid detection rates.  
Image processing and recognition are two areas where deep learning algorithms like Convolutional Neural Networks (CNNs) shine. 
It has several layers, such as fully connected, pooling, and convolutional layers. A building's design Inspired by how the human 
brain processes visual information, convolutional neural networks (CNNs) excel in extracting hierarchical patterns and spatial 
correlations from pictures. 
Key components of a Convolutional Neural Network include: 
 
1) Convolutional Layers 
These layers process input pictures using convolutional processes, identifying characteristics like textures, edges, and more 
complicated patterns with the use of filters (also called kernels). In order to maintain the spatial connections between pixels, 
convolutional procedures are used. 

 
Fig 1: Convolutional layer 
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Fig 2: What CNN learn from the images 

 

 
Fig 3: Convolutional layer from input to output image 

 
2) Pooling Layers 
As a means of decreasing the network's computational complexity and parameter count, pooling layers downsample the input's 
spatial dimensions. One popular pooling technique is max pooling, which involves taking the largest value from a set of nearby 
pixels. 

 
Fig 4: Subsampling in pooling 
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3) Activation Functions 
Activity functions that are not linear, such the Rectified Linear Unit 
(Using ReLU, we can make the model non-linear, which will let it learn more intricate data correlations.  
Using the learnt high-level characteristics, the fourth layer, fully connected layers, are in charge of creating predictions. They link 
all of the neurones in one layer to all of the neurones in the layer below it. 
 
A.  Implementation 
1) Upload Dataset 
In order to train the CNN algorithm, this module allows us to import the traffic sign dataset from the project site. 
 

 
Fig 4: Upload CSV dataset to the model 

 
2) Generate Training And Testing Images 
Image Data Generator: zooms in, flips the picture horizontally, applies shear over a certain range, then resizes the image. The Image 
Data Generator incorporates every conceivable image orientation.  

 
Fig 5: Image data generator 

 
Train_datagen.flow_from_directory performs the necessary steps to get the train dataset ready for usage.  
Target_size specifies the target size of the image.  
Test_datagen.flow_from_directory is used to get the model's test data ready, and everything else is the same as before.  
The data is fitted into the model using a fit generator; other inputs include steps per epoch, which informs us how many times the 
model will run for the training data, and other characteristics.  
The number of epochs indicates how many forward and backward passes will be used to train the model.  
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3) Generate CNN Model 
Here we are using the train_datagen and test_datagen that are produced by the ImageDataGenerator class to construct a CNN model. 
To improve the accuracy of this CNN algorithm, we have trained it numerous times using epochs. At last, we will have the most 
accurate CNN model, with a 99% average accuracy rate. 
 
4) Upload Traffic Sign  
This module allows us to input test images and feed them into the model so it can identify traffic signs. 
 
5) Recognize Traffic Sign 
The model will use the pre-generated CNN model to receive the picture from step 4 and feed it into the model. Subsequently, the 
model will detect the traffic signal. Then it plays a warning tone. 
 

IV. RESULTS AND DISCUSSION 
A. CNN Model Final Accuracy 

 
Fig 6: CNN model final accuracy 

B. Upload Traffic Sign  
 

 
Fig 7: Upload traffic sign 
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C. Upload Traffic Sign Image 
 

 
Fig 8: Upload traffic sign image 

 
D. Uploaded Image 
 

 
Fig 9: Uploaded image 
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E. Upload Status 

 
Fig 10: Upload status 

 
V. CONCLUSION 

Here, we detail a 55 FPS real-time traffic sign recognition method that has shown to be quite reliable. With an average accuracy of 
64.71 percent, we were likewise successful. While keeping the detection speed constant, adjusting the hyper-parameters and 
modifying the YOLO architectural configurations may significantly increase the accuracy of the existing technique. Methods 
include feeding the CNN partly readable signs, employing 3D reconstruction methods, and fuzzy C-means clustering may further 
mitigate the effects of partially obscured or broken traffic signs, as well as severe weather.  
With an average mean accuracy of 64.71 percent, the model presented in this study can identify traffic signs at a very high frame 
rate of 55 frames per second. The system's real-time performance is guaranteed by a frame rate greater than 30 FPS. In addition, the 
voice assistant function and precise detection can take care of most issues caused by drivers who aren't paying attention to or who 
overlook traffic signals. 
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