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Abstract: Cryptocurrency, also known as crypto, is any digital or virtual currency that uses cryptography to safeguard 

transactions and circulates without the authority of a central bank. Bitcoin, the first and most widely used decentralized 

cryptocurrency, was introduced in 2009. After a few years of unrivalled dominance, it lost its monopoly in 2011, when the first 

competitive alternative currencies arose. As of November 2022, there are almost 21,000 cryptocurrencies in circulation. Because 

there is no government credit backup, cryptocurrency prices are typically volatile. The cost of one Bitcoin rose from zero at its 

debut in 2009 to $13 in 2013 and then to $68789 in 2021, with numerous shifts and fluctuations along the way. The accurate 

forecasting of the Bitcoin price is critical for investors to make decisions and for governments to create regulatory laws. 

This paper examines the ability of the models - Prophet, Long Short-Term Memory (LSTM), and eXtreme Gradient Boosting 

(XGBoost) to predict the price of Bitcoin reliably. Using the performance metrics like RMSE, each model was thoroughly trained 

and tested to discover which one operates more efficiently. After examining the price of Bitcoin from 2012 to 2021, we concluded 

that the Long Short-Term Memory (LSTM) model proves to be the most efficient when dealing with variable and difficult-to-

predict data such as Bitcoin values since it portrays promising results in comparison. 
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I. INTRODUCTION 

Bitcoin (BTC) is a cryptocurrency or virtual currency intended to act as money and a payment method independent of any single 

individual, group, or institution, hence eliminating the need for third-party intervention in monetary transactions. At most, there will 

always be 21 million bitcoins in circulation. These are digital currency units that cannot be altered or inflated. Furthermore, it is not 

required to purchase one complete bitcoin; you can buy a fraction of one if that is all you need or desire. One bitcoin can be divided 

into eight decimal places (100 millionths of a bitcoin), and the smallest unit is known as a Satoshi. 

Satoshi Nakamoto, a pseudonymous individual or group, developed Bitcoin in 2008, as the banking crisis was in full swing, and 

outlined the technology in a white paper titled "Bitcoin: A Peer-to-Peer Electronic Cash System," which became the Magna Carta 

for how Bitcoin operates today. The paper suggested an exquisite solution to the problem of value transfer between two entities 

without using a trusted intermediary such as a bank, when the entities may be concealed behind pseudonyms (as bitcoin's creator is) 

or physically located on the other side of the world. Nakamoto created two inextricably linked notions: the bitcoin private key and 

the blockchain record. You administer bitcoin with a private key, a string of randomized letters and numbers that secures a virtual 

vault storing your purchase. Each private key is tracked on the virtual, encrypted, distributed, and shared ledger called the 

blockchain. When a transaction occurs on the blockchain, data from the preceding block is replicated to a new block with the most 

recent data and is then encrypted. Finally, the transaction is validated by network validators known as miners. When a transaction is 

confirmed, a new block is opened, and a Bitcoin is created and distributed as a reward to the miner(s) who verified the data within 

the block—the miner(s) are then free to use, hold, or sell the Bitcoin. The first Bitcoin block, Block 0, was mined on January 3, 

2009. This block is frequently referred to as the "genesis block." For every 210,000 blocks, the reward for mining Bitcoin is halved. 

Initially, the block reward was 50 new bitcoins. The third halving occurred on May 11, 2020, reducing the payout for each block 

discovery to 6.25 bitcoins. 

Another approach to acquiring bitcoins is to use a cryptocurrency exchange to purchase them in fiat currency such as US dollars. 

Depending on your objectives, mining or buying bitcoin can transfer value over the world, an investment vehicle, a means of 

exploring developing technology, or a store of wealth comparable to gold. 

An accurate Bitcoin price forecast is vital for investors to make decisions and for governments to implement regulatory laws. In this 

paper, we have employed Time series forecasting.  
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A time series is a set of observations xt, each being recorded at a specific time t. A discrete-time time series is one in which the set 

T0 of times at which observations are made is a discrete set. Continuous time series is obtained when values are recorded 

continuously over some time interval. [9] 

Time series forecasting predicts future values by fitting a model to historic, timestamped data. Moving average, exponential 

smoothing, and ARIMA are some traditional techniques. However, other models such as RNNs, Transformers, and XGBoost can 

also be used. The Mean Square Error (MSE) or Root Mean Square Error (RMSE) is commonly used to evaluate models. 

Forecasting a time series to forecast future demand and sales has enormous business value. It drives essential business planning, 

procurement, and management processes in many companies, such as finance, manufacturing, and real estate. Forecasting errors 

would be catastrophic because they would impact the entire supply chain. It is hence critical to obtain accurate projections. 

Time series forecasting is divided into two types - Univariate Time Series Forecasting [10] and Multivariate Time Series 

Forecasting. [11] Univariate Time Series Forecasting is used when only the initial values of the time series are used to anticipate the 

following matters. Multivariate Time Series Forecasting occurs when predictors other than the series' beginning value or the series 

are utilized to create predictions. 

 

We will now look into the models used for time series forecasting in this paper. 

 

A. Prophet 

Prophet, an open-source software developed by Facebook's Core Research Team, is a technique for forecasting time series data 

based on an additive model incorporating yearly, monthly, and daily seasonality and holiday impacts. It works best with time series 

with substantial seasonal effects and data from multiple seasons. Prophet is resistant to missing data and trend alterations and 

typically handles outliers well. [5] According to Taylor and Letham's [6] research, Prophet is utilized in numerous Facebook 

applications to make credible forecasts and outperforms any other solution in most circumstances. At its heart is the combination of 

three functions plus an error term: growth g(t), seasonality s(t), holidays h(t), and error e(t): 

 
Fig 1: The Prophet model equation 

 

B.  Long Short-Term Memory (LSTM) 

One of the most powerful dynamic classifiers is Long Short-Term Memory Recurrent Neural networks (LSTM-RNN). [7] Long 

Short-Term Memory Networks (LSTMNs) are a type of sequential network, that permits information to be stored. It can solve the 

vanishing gradient problem that RNNs confront. In a larger perspective, LSTM functions similarly to an RNN cell and comprises 

three sections known as gates. The Forget Gate, the first section, regulates whether the data from the preceding timestamp should be 

stored or discarded. A sigmoid function determines it. It examines the preceding state (ht-1) and the content input (Xt) for each 

number in the cell state Ct-1 and returns a value between 0 (overlook this) and 1. (keep this). 

 
Fig 2: The Forget Gate Sigmoid function 

 

The cell, known as the Input Gate, strives to learn new data from the input to this cell and selects which of the input values should 

be used to modify the memory in the second half. The sigmoid function determines whether 0 or 1 values are permitted. And the 

tanh function gives the data weight, defining its value on a scale of -1 to 1. 

 
Fig 3: The Input Gate Sigmoid and tanh functions 

 

Finally, in the third section, or Output Gate, the cell conveys the updated information from the current timestamp to the next 

timestamp. The sigmoid function governs whether 0 or 1 values are permitted through. And the tanh function specifies which values 

can pass through 0 and 1. And the tanh function applies weight to the provided values, calculating their importance on a scale of -1 

to 1 and multiplies it with the sigmoid output. 
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Fig 4: The Output Gate Sigmoid and tanh functions 

 

 
Fig 5: The LSTM Architecture 

 

 

C. eXtreme Gradient Boosting (XGBoost) 

XGBoost is a rapid and scalable implementation of the Gradient Boosting Machine (GBM), a popular tool among artificial 

intelligence approaches due to its advantages, such as excellent prediction accuracy and easy parallelism. [8] 

 
Fig 6: Evolution of the XGBoost model 

 

Boosting is a machine learning ensemble model in which trees are produced consecutively with the goal of reducing the faults of the 

prior tree. Any arbitrary differentiable loss function and the gradient descent optimization algorithm are used to fit models. The 

technique is called "gradient boosting" because the loss gradient is minimised when the model is fitted. 

 

Gradient boosting consists of three components: 

• A loss function that must be optimised. 

• A slow learner who can't make forecasts. 

• An additive model in which weak learners are added to minimise the loss function. 

The type of loss function utilized is determined by the problem being solved. We use squared error for regression. To make 

predictions, decision trees are poor learners. Existing trees in the model are not modified, and new trees are inserted one at a time. 

When adding trees, a gradient descent approach is utilized to reduce loss. 

Extreme Gradient Boosting, abbreviated as XGBoost, is a fast open-source adaptation of the gradient boosting technique. This 

approach is used for both classification and regression. XGBoost enhances the standard GBM framework with system enhancements 

such as parallelization, tree pruning, cache awareness, and algorithmic advances such as regularization, sparsity awareness, and 

cross-validation. 

We will now look into the performance metrics used for evaluating the models. 
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D. Root Mean Square Error (RMSE) 

Root Mean Square Error (RMSE/RMSD) is the standard deviation of the residuals (prediction errors). Residuals measure how far 

from the regression line data points are; RMSE measures how to spread out these residuals are. In other words, it tells you how 

concentrated the data is around the line of best fit. The Root Mean Square Error (RMSE) has been employed as a standard statistical 

tool to quantify model performance in various domains like meteorology, air quality determination, and climate research 

investigations. To calculate RMSE, we must first compute the residual, which is the difference between the true and predicted 

values for each data point. Then we need to compute the residual norm for each data point and then the mean of these residuals 

followed by the square root of the resulting mean. RMSE requires precise measurements at each projected data point. As a result, it 

is frequently employed in supervised learning problems. 

 
Fig 7: Formula for calculation of RMSE Score 

 

II. LITERATURE REVIEW 

Several researchers have studied about the various models for predicting the price of cryptocurrencies. A few of the studies are 

reviewed below: 

In his study [1], Xiangxi Jiang incorporated various novel characteristics, including hour-based prediction, the use of data from the 

previous 24 hours, window normalisation, and the comparison of different types of models with varying numbers of layers. In this 

study, six models are compared. According to the findings, Multi-Layer Perceptron (MLP) was an unsatisfactory example for 

predicting price based on current trends, however Long Short-Term Memory (LSTM) provided the greatest prediction when past 

memory and Gated Recurrent Network (GRU) were incorporated. Because all six models work similarly, alternative models might 

be preferred in different contexts. 

In this study [2], Mohammed Mudassir, Shada Bennbaia, Devrim Unal, and Mohammad Hammoudeh used ML models to anticipate 

BTC prices for the short to medium term. Using machine learning, it delivered highly accurate end-of-day, short-term (7 days), and 

mid-term (30 and 90 days) BTC price estimates. The following ML models were used: ANN, SANN, SVM, and LSTM. Overall, the 

LSTM performed the best. All of the created models are satisfactory and work well, with the categorization models scoring close to 

65% accuracy for the following day's forecast and 62% to 64% success for the seventh-nintieth-day forecast. 

Patrick Jaquart, David Dann, and Christof Weinhardt used four distinct models of machine learning on four different prediction 

horizons to assess the bitcoin industry's short-term predictability [3]. They noticed that every model they evaluated produced 

statistically reasonable predictions. Their systems were able to estimate binary market activity with an accuracy range from 

50.9% to 56% percent. Recurrent neural networks have also been demonstrated to be appropriate for prediction applications. 

In this paper, [4] G. Vidyulatha, M. Mounika, and N. Arpith used a time series analysis model ARIMA to estimate the market price 

of Bitcoin over five and a half years of data from 2015 to 2020. They projected bitcoin prices for the next four months using the 

ARIMA model. They also contrasted it with the linear regression model. Extensive prediction results reveal that the suggested 

ARIMA model outperformed the LR model in determining variability in weighted bitcoin costs in the brief run. 

 

III. PROPOSED WORK 

The cryptocurrency Bitcoin continues to rise in popularity as many organizations have begun adopting it. Many factors influence 

Bitcoin pricing, including supply and demand for BTC, competition from alternative cryptocurrencies, media coverage, production 

costs, and local and worldwide legislation. As a result, interpreting the fundamentals of success and making reliable estimates is a 

difficult job. 

We propose a forecasting automation technique to help investors decide whether or not to participate in the bitcoin or other crypto 

markets. In this system, we tested the Bitcoin forecasting abilities of 4 different models in Python: Prophet, XGBoost, and LSTM, to 

determine the most suitable model for the abovementioned task. 
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We have followed the below steps to examine the ability of the models to predict the price of Bitcoin reliably: 

1) Data collection 

2) Data cleaning 

3) Exploratory data analysis 

4) Model Building 

 

A. Data Collection  

In this research, we forecast BTC prices using various time series models. We gathered the relevant data from Kaggle's "Bitcoin 

Historical Data" dataset. It provides historical bitcoin market statistics for various bitcoin exchanges where trading occurs at 1-

minute intervals. It includes Bitcoin data from January 2012 to March 2021, with minute-by-minute updates of OHLC (Open, High, 

Low, Close), Volume in BTC, indicated currency, and weighted bitcoin price. The dataset contains the eight columns shown below: 

1) Timestamp: Start time of time window (60s window), in Unix time 

2) Open: Open price at the start time window 

3) High: High price within the time window 

4) Low: Low price within the time window 

5) Close: Close price at end of the time window 

6) Volume (BTC): Volume of BTC transacted in this window 

7) Volume (Currency): Volume of corresponding currency transacted in this window 

8) Weighted Price: Volume Weighted Average Price 

 

B. Data Cleaning  

The dataset that we considered in this research is a large dataset of 317MB. It has 8 columns with minute-by-minute timestamps. It 

has approximately 4.7 million rows Since it is time series data, we converted the timestamp column format from Device timestamp 

to datetime64. Then we made the DateTime as the index. 

   
                    Fig 8: Original timestamps                                            Fig 9: Timestamps after modification 

 

1) Time Resampling: Next, using the resample() function, we resampled the data to the average daily value of each column to 

remove nearly identical data corresponding to consecutive minutes of the day.   

2) Missing Values: Finally, we drop any missing values that are present using dropna() function.  

 
Fig 10: Data frame after time resampling and removal of missing values 

 

This left us with 3,376 rows instead of 4.7 million with no missing values and accurate datetime information. 
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C. Exploratory Data Analysis 

For the training of various models, instead of using the complete data from January 2012 to March 2021, we decided to limit the 

data to only the most recent four years since only in 2017 did Bitcoin prices begin to rise owing to the cryptocurrency bubble and 

bitcoin scarcity after an extended period of consistently low prices and volume of bitcoins. 

 
Fig 11: Yearly Fluctuations in Volume and Price of Bitcoin in USD 

 

D. Model Building  

To evaluate the efficacy of our forecasting model, we usually divide the time series into two parts: training and validation or testing. 

This method of splitting the time series is known as fixed partitioning. 

We will train our model during the training period and then evaluate it during the validation period. In this work, we split the dataset 

70:30, meaning that 70% of the data will be used for training and 30% for validation.   

 

1) Prophet 

Prophet framework includes its own specific data frame that allows it to easily handle time series and seasonality. Two fundamental 

columns are required for the data frame. Column names cannot be changed in the model. One of these columns is "ds," which holds 

the datetime series. It is Timestamp in our data. The other column is "y," and it contains the values of the time series in the data 

frame. It is 'Weighted-Price', or volume weighted average price, according to our data. The framework works well with seasonal 

time series and gives several choices for dealing with the dataset's seasonality. Seasonality can be set on a yearly, weekly, or daily 

basis. In our example, we assumed that the seasonality was daily. First, we created a data frame with future dates for prediction. 

Then, instantiating the Prophet model object (Prophet()). The data frame with future dates requires periods (the number of 

forecasted periods, which is the length of the test data), freq (frequency), and include history (default value is true). The predict() 

method is then called, with the future data frame as an argument. Columns in the output include ds, yhat, yhat_upper, and 

yhat_lower. The RMSE value was then determined using the predicted values. Finally, as indicated, we visualized the plot of the 

forecasted (yhat) values along with the upper (yhat_upper) and lower (yhat_lower) bounds of the predicted values.  

 
Fig 12: Predicted and Expected Bitcoin prices (Prophet) 
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2) LSTM 

Long Short-Term Memory (LSTM) models are a type of recurrent neural network capable of learning sequences of observations and 

hence well suited for time series forecasting. Before building the model and training it, we performed Data Scaling using the 

fit_tranform() function of the MinMaxScaler() class where the minimum of feature is made equal to zero and the maximum of 

feature equal to one on the training set without changing the shape of the original distribution. 

The transformation is given by: 

 

X_std = (X - X.min(axis=0)) / (X.max(axis=0) - X.min(axis=0)) 

X_scaled = X_std * (max-min) + min 

where min, max = feature_range. 

The fit_tranform() function takes the training set as a parameter and performs two operations in a single step  - fit and transform. 

The fit function computes the formulation to transform the column but does not apply the actual transformation. The computation is 

stored as a fit object. The transform method takes advantage of the fit object in the fit() method and applies the actual transformation 

to the column. 

We then constructed a Sequential() model and added the LSTM layer. The LSTM function takes units and activation parameters. 

The value ‘12’ for units signifies the number of output dimensions after hot encoding the integer values. The activation value ‘relu’ 

refers to the rectified linear activation function. It is used in place of tanh to overcome the vanishing gradient problem in RNNs.  

In the fit() function, we used 50 epochs and the “adam” optimizer after referring to existing research[13] and testing other 

alternatives.  

The values were predicted for the next year after performing suitable transformations using the predict() function. Finally, the 

predicted values are plotted alongside the actual values using the plot() function. 

 
Fig 13: Predicted and Expected Bitcoin prices (LSTM) 

 

3) XGBoost 

This research used the XGBoost model on the time series dataset. Therefore, the model required creating time series features from 

the DateTime index to be used alongside its target price labels for predicting prices. For this purpose, we wrote a specific method, 

create_features, which takes training or testing data frame and the label weighted price as arguments. This method is used to create a 

variety of features like an hour, day of the week, quarter, month, year, day of the year, day of the month, and week of the year. 

First, we split the data into 70 and 30 percent for training and testing, respectively. Then we assigned training and testing features 

and labels using the above-mentioned specific method create_features. Next, we created a model using the xgboost package. The 

XGBoost library has its custom API, but for this research, we used the method via the scikit-learn wrapper class, which is 

XGBRegressor. It takes several arguments like the min_child_weight, which represents the minimum sum of instance weight 

needed in a child and is 10 in our case; an objective which specifies the learning task and the corresponding learning objective i-e., 

reg: linear; booster which specifies which booster to use taken as gbtree; colsample_bytree indicates subsample ratio of columns 

when constructing each tree which is taken as 0.3; learning rate as 0.1; max_depth which specifies the maximum depth of the tree 

for base learners taken as 5; n_estimators which represents the number of gradient boosted trees, taken as 100 in our case. 

Then we fit the model into training data using a built-in function fit() . After the training, we predict the prices using test data. We 

compare the predicted prices with actual prices by visualization using the plot() built-in function. 
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Fig 14: Predicted and Expected Bitcoin prices (XGBoost) 

 

IV. RESULT ANALYSIS 

In this section, we present the results of the models used to predict the bitcoin prices. 

 

A. Prophet  

The Prophet model failed to accurately predict the bitcoin prices on the test data. The RMSE score obtained in this model is 

25141.556. While the upper bounds estimate has an accurate slope direction, this model didn’t perform well when compared to the 

test data. 

 

B. LSTM 

The Long Short-Term Memory (LSTM) model did a fairly good job in forecasting the prices of Bitcoin. The RMSE score obtained 

in this model is 5200.278 which is the best of all the three models compared in this paper. The model accurately predicted the slope 

direction and identified the trends as well. 

 

C. XGBoost  

The XGBoost model failed to forecast the rise in prices and predicted that the prices will remain stagnant with few fluctuations. The 

calculated RMSE score is 18484.329 indicating that the model is better than Prophet but falls behind LSTM by a huge margin.  

 
Fig 15: Comparison of RMSE scores of Prophet model, LSTM model and XGBoost model 

 

V. CONCLUSIONS 

In conclusion, we successfully laid out the differences in the models' performances – Prophet, LSTM, and XGBoost in predicting 

the price of cryptocurrencies like Bitcoin using performance metrics like RMSE. We also articulated the probable reasons for the 

high performance of the LSTM model compared to the others in making reliable predictions. 
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