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Abstract:  Every e-commerce site must have a referral system. Shilling attacks, One of the biggest issues with recommendation 
systems is those that involve the creation of fake profiles in the system and biased ratings of things. They reduce the accuracy 
and improve the performance of the recommender system when making suggestions to users. The goal of attackers is to change 
the order of materials or objects that match their interests. Shilling attacks threaten the reliability of  RS. Therefore, to maintain 
their validity and fairness, recommender systems must be able to detect shilling attacks. So far, suitable algorithms and methods 
have been presented for the detection of shilling attacks. Some of these approaches, though, either use low-order interactions or 
higher-order interactions, or they examine the rating matrix from a single point of view.  This study aimed to propose a 
mechanism using users' rating matrix, rating time, and social network analysis output of users' profiles by Gaussian-Rough 
neural network to simultaneously use low-order and high-order interactions to detect shilling attacks. Finally, several 
experiments were conducted with three models: CNN, DNN, and RNN compared with the Proposed Model. The results indicated 
that the proposed method is more effective than the comparison methods regarding attack detection and overall detection, which 
proves the effectiveness of the proposed model. 
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I.      INTRODUCTION 

Recommender systems (RSs) are common in e-commerce, where recommendations of items may be helpful to a customer in finding 
the item of his/her interest. RS predicts the ratings that would be given to an item by a user. Recent research has examined the 
robustness and vulnerabilities of various collaborative filtering (CF) techniques for recommendations. A collaborative filtering 
recommender system (CFRS) is vulnerable to “profile injection” or “Shilling Attacks(SA)” [1]. Anonymous users, who cannot be 
easily distinguished from genuine users, insert a huge number of pseudonymous profiles into the system with the intent of 
manipulating its recommendation concerning a target item. User-based CF and item-based CF are the two groups of CF 
recommendation techniques, respectively [2][5]. Being open makes CFRS susceptible to shilling attacks. The user-based algorithm 
at CF compiles user profiles that represent the tastes of various people and offers product recommendations and forecasts based on 
the viewpoints of other profiles with similar interests. If the database of a system contains data that is biased, then the attackers’ 
profile may become peer to original users and may produce results in favour of attackers. In the case of item-based filtering, the 
items similar to the target item are considered, and predict the user’s ratings on these similar items. From the attacker’s perspective, 
two types of efforts are there to mount an attack. First, the amount of knowledge needed for mounting an attack. In high-knowledge 
attacks, an attacker must know the distribution of ratings in a system [3]. A low knowledge attack does not require details of the 
system. The second aspect is the effort required to add the number of profiles and ratings in the system’s database to make the attack 
effective. However, the ratings have less importance as automated software agents can be used for inserting the ratings. Sites may 
employ policies that limit the speed of profile multiplication. Therefore, an attack that needs a large number of injected profiles in 
this system is less practical than needs a smaller number of injected profiles [4]. 
 

II.      ATTACK MODEL 
The Recommendation system helps the user find items or products according to their interest and preferences. When a user enters 
the system and starts injecting it into the system, it is known as a shilling attack. The attacks include profiles that contain biased 
information about malicious users. Attackers are successful even if they have little or no knowledge of the system.  
Segment-based attacks, contrary to collaborative filtering, guarantee that the item the attacker is attacking is most likely to be 
suggested to the target users. Furthermore, some common attacks are Average, Bandwagon, random, Segment, Reverse Bandwagon, 
and Love/hate attack [5]. Average attack desires knowledge about the system because it considers separate average ratings for each 
item rather than the universal rating system.  
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Attackers choose items randomly and ratio those using ordinary scattering with mean rating and standard deviation [5]. A 
random attack is a low-knowledge-degree attack. The items are decided on at random and are rated using regular scattering based 
totally on standard deviation (SD) and a median valuation of the device. items set are empty or null. The target object set is rated in 
step with the shape of the attack like a nuke or push attack [18]. The most trending and liked by way 
of lots of customers items are popular. therefore, the possibilities are excessive that a high attacker will become much 
like the actual user. So, it's miles difficult to pick out the attacker from many of the real users. The malicious consumer makes a 
collection of segmented items that have a better chance of being desired by way of goal users, who belong to him/ her in 
a sure section. This creates a huge effect of the attack in which minimum scores are given to the items which are inside the filler set 
[18]. The reverse Bandwagon attack is also a type of nuke attack in that favoured things are like disliked matters, and 
the maximum rating values are given through the user. the love/hate attack is an efficient nuke attack in which the non-
goal items randomly select the filler items. The score of all filler items is maximal in place of the target item [6]. 
 

III.      RELATED WORKS 
Many researchers attempt statistical machine-learning strategies to identify shilling attacks. The publicity of shilling attacks in 
collaborative RS got the eye of numerous researchers in the latest past.  various disclosure techniques were advised as much 
as the previous time that can be divided into semi-supervised techniques, unsupervised methods, and supervised methods. 
Within the league of supervised detection techniques, the authors have provided level technique via exploiting 
a support vector system (SVM) situated classifier and target object evaluation. This approach will perceive the attacks together 
with a huge filler length, and the success of detecting the attack is very terrible when the detection of an attack with a small filler 
and small attack sizes [6]. 
The authors also provided a number of statistical indicators for attack profiles with high and low densities [7]. In a different paper, 
the authors introduced a fine-grained recommendation system (RS) for a social ecosystem designed to recommend users' friends. 
The main purpose is to find a consistent way to obtain information representation of overlapping interests in different subcategories 
[8]. 
Furthermore, it is advised that RS data used in social networking websites be supported by an ontology, and this approach is 
supported by a shared ontology model useful for both the contented advertisement and user profiles[9]. 
Additionally, the RS fits the category of unsupervised detection model perfectly for assisting consumers with the already-present 
features. Several algorithms, such as the K-mean algorithm, mini-batch K-mean, mean-shift algorithm, and clustering algorithm are 
used by recommender systems to access groupings[10]. 
likewise, researchers have included the "SA" in some attack models already in use, attack detection algorithms, and cost-benefit 
evaluations in other works. this is in addition to our knowledge of the most up-to-date and complete survey of the "SA"[11]. Some 
of the security attacks are determined and solved using machine learning methods, but ignored shilling attacks [12][13]. 
Undoubtedly, security threats can also be raised due to false information and to avoid it, experimental analysis is conducted in this 
paper. This paper is on the shilling attacks on the RS application Entertainment category where various machine learning algorithms 
are applied to check the accuracy of the identification of shilling attacks on trending YouTube videos.  
To defend against shilling attacks, some solutions use both preventive and reactive mechanisms to mitigate the impact of shilling 
attacks in the victim network, the intermediate network, and the source network [14]. 
A topic-level recommendation algorithm built on trust was found by Zhang [15] to be more secure. When subjected to mean attack, 
he adds a topic-based trust model to CF algorithms and comes to the conclusion that this strategy is more stable than the 
conventional kNN method. To increase accuracy, Donovan and Smyth introduced confidence-based models in CF [16]. 
Later study addressed this issue by changing the trust-building procedure, which reduces prediction shift by 75% when compared to 
the traditional CF method. Due to the scant data in the ratings matrix, it is challenging to calculate the similarity between users; 
therefore, a trust metric is necessary to resolve this issue. A reliable CF method built on the "web of trust" metric was introduced by 
Avesani and Massa [17]. 

 
IV.      METHODOLOGY 

The methodology used in this paper is observed in Fig. 1. 
Data Set Selection: Based on the literature review, we identified and selected the most suitable dataset for the validation of machine 
learning algorithms in shilling attacks. The collective dataset is the Amazon dataset from Kaggle.  
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• Data pre-processing: In this phase, we pre-processed the dataset using cleaning or filling in the missing values with the correlation. 
For this, data regarding service domain sites need to be considered. Therefore, we analyzed and categorized a data set as per the 
requirements of the study.  
After pre-processing the dataset. We modified the rating in the dataset that modified rating is called a shilling attack by an attacker. 
Split the dataset in Train and test, Train the model with BRNN, and test the prediction. And result accuracy is 98.7%. 

 
Figure. 1.  Proposed Methodology 

 
Performance analysis: We conducted a performance analysis based on the results obtained from the performance analysis phase 
shown in Table 1. 

Table 1: Comparison of proposed shilling attack methods based on accuracy 
Method Accuracy (%) 

CNN [94] 88.45 

DNN [94] 92.75 

RNN [94] 94.28 

Proposed 98.7 
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A graphical comparison is shown below 

 
Figure. 2.  A graphical comparison 

 
V.      CONCLUSION 

We have assessed and examined the success of various machine-learning algorithms in this article. On information from the 
Amazon dataset, we conducted an experimental investigation. This dataset can be used to learn more about user preferences for 
specific historical genres or to forecast a product's success based on its rating performance, among other things. We examine and 
evaluate three different ML algorithms: CNN, DNN, and RNN. The algorithm is assessed based on its precision and accuracy. Table 
1 presents the findings. After reducing attacks, the proposed solution increases the recommendation accuracy to 98.7%. 
 

VI.      FUTURE WORK 
For future work, we will plan to increase the accuracy of this model and the diversity of this model and system settings to test our 
model’s robustness in different environments. In future work, we will put forward a more versatile algorithm to identify various 
target items. Furthermore, further research work will also discover the hidden relationships between users and items in 
recommender systems, and present additional group features for detecting attack users. 
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