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Abstract: This paper focuses on examining and predicting stress levels using a dataset containing various physiological 
parameters. The dataset undergoes thorough preparation and scrutiny to understand its composition and quality, laying the 
groundwork for subsequent analysis. Through data visualization, insights into the relationships between stress levels and 
physiological attributes are gained, providing a basis for further investigation. The main emphasis of this paper lies in 
developing and evaluating machine learning models for predicting stress levels. Various models, such as Logistic Regression, 
Random Forest, Decision Tree, Support Vector Machine (SVM), k-Nearest Neighbors (k-NN), and Gaussian Naive Bayes, are 
rigorously trained and tested. These models exhibit impressive performance, with some achieving exceptional accuracy on test 
data. The successful development of these models suggests practical applications in healthcare, well-being monitoring, and stress 
management. Nevertheless, the study acknowledges limitations, particularly regarding data quality and representation. The 
models' effectiveness depends on the quality and diversity of the dataset. Future research and data collection efforts have the 
possibility of enhancing the precision and dependability of stress level predictions. Overall, this research lays a promising 
groundwork for utilizing machine learning in stress assessment and management, with potential benefits for individual health 
and well-being. 
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I. INTRODUCTION 
Sleep, an essential element of human existence, plays a pivotal role in preserving both physical and mental health. During sleep, our 
bodies undergo vital rejuvenating processes, and any disruptions to this natural rhythm can have profound effects. One significant 
ramification is the initiation and worsening of stress, a prevalent issue in contemporary society with serious health implications. 
Hence, it is crucial to comprehend and monitor stress levels during sleep. 
This research is motivated by the realization that stress is a silent epidemic with extensive consequences. It serves as a significant 
factor in various health issues, such as cardiovascular diseases, mental disorders, and compromised immune functions. Stress often 
emerges during sleep, affecting its quality and duration, thereby perpetuating a cycle of stress-induced sleep disturbances. Early 
detection and management of these problems are essential to prevent long-term health complications. Acknowledging the intricate 
link between stress and sleep, this study aims to explore this relationship and contribute to strategies for identifying and addressing 
stress-related sleep issues promptly. 

 
Figure  1 Sleep cycle tracker 

 
Furthermore, the recent global COVID-19 pandemic has emphasized the importance of stress management, as individuals 
worldwide grapple with heightened levels of stress and anxiety. As an increasing number of people actively seek ways to alleviate 
stress, the creation of a dependable tool for predicting stress during sleep could be immensely valuable. 
This research aligns with broader goals aimed at advancing personalized healthcare and utilizing technology to improve overall 
well-being. It is deeply rooted in the intersection of psychology, medicine, and technology, demonstrating a multidisciplinary 
approach to addressing a widespread issue. By integrating insights from these diverse fields, the study aims to contribute to the 
creation of practical tools and techniques for predicting and managing stress during sleep, ultimately promoting better mental and 
physical health outcomes. 
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II. OBJECTIVES 
1) The primary objective is to accurately predict stress levels by utilizing a comprehensive dataset of physiological parameters, 

addressing the limitations of previous research. 
2) Utilize advanced data analysis techniques to ensure the quality and reliability of data, thus enhancing the robustness of stress 

prediction models. 
3) Develop and evaluate various machine learning models, including Logistic Regression, Random Forest, Decision Tree, Support 

Vector Machine (SVM), k-Nearest Neighbours (k-NN), and Gaussian Naive Bayes, for predicting stress levels effectively. 
4) Implement real-time stress monitoring and assessment capabilities to overcome the retrospective focus of previous research. 
5) Provide practical tools for stress management, enabling timely interventions to enhance individuals' health and well-being. 

 
III. LITERATURE REVIEW 

Zhao et al.'s [1] Neural networks, Random Forests, Naive Bayes, and other types have been utilized to determine an individual's 
sentiment based on RF waves reflecting off the body. However, prior studies have not yet evaluated Layered Classifier, Radial Basis 
Function (RBF) Network, or Hybrid models combining Support vector models and advanced neural networks (ANN-SVM). 
The Standard Stress Scale-SSS[2] and expert questionnaires have served as stress diagnosis tools developed by numerous 
researchers. However, they lack automated detection and often rely on human input, demanding time, effort, and mental health 
awareness from the user. This process could be streamlined by automatically identifying stress indicators without direct user input, 
leveraging advancements in ambient intelligence and the proliferation of intelligent environments. If necessary, the system could 
intervene and validate its assessments by requesting confirmation. 
 

IV. METHODOLOGY 
The system commences the data collection phase by gathering a comprehensive range of sleep-related data, including metrics such 
as snoring rate, respiration rate, body temperature, limb movement, blood oxygen levels, eye movement, sleep duration, heart rate, 
and stress levels These data sources might be sensors, wearable technology, or human interaction. After gathering data, the system 
carefully preconditions the data, checking for missing values and employing appropriate handling techniques. Furthermore, the data 
undergoes cleaning to address outliers or inconsistencies that could affect subsequent analyses. Feature engineering is then utilized 
to select the most relevant attributes for stress prediction, with the significance of each feature further analysed through methods like 
feature importance analysis, employing machine learning models such as Random Forest to identify key predictors. 
Subsequently, the system progresses to the training phase, where several machine learning simulations, such as Support Vector 
Machine (SVM), Random Forest, Decision Tree, and Logistic Regression k-Nearest Neighbors (k-NN), and Gaussian Naive Bayes, 
are trained on the pre-processed data. Each model undergoes evaluation, with Performance measures computed to assess their 
effectiveness include accuracy, precision, recall, and F1-score. 
Moreover, the system incorporates features for user interaction, facilitating data input and system control. A feedback loop is 
established to gather user feedback continuously, enhancing the system's performance over time. Regular maintenance protocols are 
implemented to ensure the system remains current, with algorithms updated as needed. Ultimately, the system concludes its process, 
having provided valuable insights into sleep quality and stress levels, serving as a beneficial tool for users to effectively manage 
their well-being. 

 
Figure 2 Flow diagram of the system 
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A. Data Collection and Preprocessing 
The process of data collection encompassed gathering a range of sleep-related metrics from diverse sources. These metrics 
comprised snoring rate, heart rate, blood oxygen saturation, respiration rate, temperature of the person, movement of the legs, eye 
movement, length of sleep, and tension levels. Users supply this information, likely through wearable devices equipped with sensors 
capable of monitoring these parameters. This phase aimed to ensure the availability of a comprehensive dataset for constructing and 
training predictive models. 
 
B. Data Preprocessing 
Data preprocessing was a pivotal stage aimed at guaranteeing the quality and appropriateness of the data for machine learning 
endeavors. It involved several sub-steps: During the data collection and preprocessing phase of this project, the primary emphasis 
was on acquiring sleep-related data and ensuring its integrity and preparedness for analysis. This phase encompassed sourcing sleep-
related metrics, such as heart rate, stress levels, oxygen level in the blood, movement of the legs, eye movement, breathing rate, 
whistling rate, and body temperature.  
These metrics were obtained from users, potentially via wearable devices equipped with sensors capable of monitoring these 
parameters. The goal was to establish a comprehensive and varied dataset suitable for constructing and training predictive models 
for stress level prediction during sleep. 

 
Figure 3 Data preprocessing 

 
Data preprocessing was a crucial stage to guarantee the quality and applicability of the data for machine learning tasks. This 
involved several steps, beginning with examining missing data. In this project, it was determined that no columns had missing 
values, simplifying the preprocessing process.  
The next step involved data cleaning, where outliers or anomalies were identified and corrected to enhance the dataset's quality and 
ensure unbiased results in subsequent analyses. Feature engineering was also essential, involving the selection of the most pertinent 
attributes for stress prediction. This likely included leveraging domain-specific knowledge and conducting data exploration to 
identify the most influential features in determining stress levels. 
The data collection and preprocessing phase laid the groundwork for subsequent project steps, such as model training and 
evaluation. It played a crucial role in ensuring that the data used for stress prediction was of high quality and suitable for the 
machine learning algorithms employed.  
This phase underscored the importance of data integrity and the necessity to meticulously prepare the dataset to derive meaningful 
insights and accurate predictions regarding sleep-related stress levels. 
 
C. Data preprocessing techniques 
Data preprocessing techniques are essential steps in the data analysis process, playing a crucial role in determining the quality and 
suitability of data for subsequent analysis and modeling.  
These techniques involve a diverse range of procedures aimed at converting raw and often untidy data into a structured and refined 
format that can be effectively utilized for various analytical purposes. Among these techniques, one of the primary challenges is 
managing missing data.  
Incomplete or missing data points are frequently encountered with data from the real world and can greatly affect how accurate 
statistical models are. Data preprocessing addresses this challenge through methods such as imputation, where missing values are 
replaced with suitable estimates, or deletion, where rows or columns with extensive or insignificant missing data are removed to 
uphold data integrity. 
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D. Handling Missing data 
Managing missing data is a pivotal component of data preprocessing, particularly in the realm of data analysis and machine 
learning. Missing data can originate from diverse sources, ranging from data entry mistakes to equipment malfunctions or 
intentional exclusions. It's essential to address missing data meticulously as disregarding it can introduce bias or inaccuracies, 
thereby impeding the performance of analytical models. The following subsections will look at a number of techniques and 
approaches for efficiently managing missing data. 

 
Figure 4 Data cleaning 

 
E. Data exploration and Visualization 
Data exploration and visualization are essential for analysts and researchers to derive insights, detect patterns, and make informed 
decisions. In this section, we will explore the significance of these processes and the various techniques employed for these 
purposes. 
Data exploration commences with a thorough understanding of the dataset, encompassing its structure, variables, and characteristics. 
This initial phase involves descriptive statistics that summarize key aspects of the data, such as mean, median, standard deviation, 
and quartiles for numeric variables, as well as frequency tables for categorical variables. These statistics offer an overview of central 
tendencies and distributions, facilitating the identification of outliers and potential data quality issues. 
Visualization serves as a potent tool for conveying information and uncovering patterns within data. One common visualization 
method is histograms, which provide a graphical representation of the distribution of a numeric variable. Histograms assist in 
discerning whether the data adheres to a normal distribution, displays skewness, or exhibits multiple peaks. Additionally, box plots 
serve as another valuable visualization tool, showcasing the distribution of a variable, including measures of central tendency and 
variability, and aiding in outlier identification. 
 
F. Feature Selection Methods 
Feature selection stands as a pivotal phase within the data preprocessing process, entailing the selection of a subset of pertinent 
features from the initial set of variables. The fundamental objective of feature selection aims to reduce dimensionality and remove 
noise from models that use machine learning in order to increase their efficacy and efficacy. irrelevant or redundant features. In this 
section, we will delve into diverse feature selection methods and their significance in data analysis. 

 
Figure 5 Feature extraction and feature selection 

 
1) Filter Methods: Filter methods are techniques used for selecting features based on statistical measures, assessing their 

significance without dependence on any particular machine learning algorithm. Common filter methods encompass: 
2) Correlation Analysis: In this approach the value of the Pearson correlation entre each characteristic and the intended variable is 

computed. Features exhibiting higher correlation values are deemed more pertinent. Conversely, features with low or negligible 
correlations may be considered for elimination 

3) Information Gain: Information gain quantifies the decrease in uncertainty regarding the target variable as a result of 
understanding the value of a feature. This metric is frequently applied in decision tree-based algorithms. 

4) Embedded Methods: Embedded techniques include choosing attributes right into the learning process of the model. These 
methods are commonly employed with certain machine learning algorithms that facilitate the estimation of feature importance, 
such as: 
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5) L1 Regularization (Lasso): L1 regularization introduces a penalty term into the model's loss function, compelling certain 
feature coefficients to be zero. Features associated with non-zero coefficients are deemed significant. 

The selection of a feature selection method hinges on factors such as the dataset, the specific problem being addressed, and the 
chosen machine learning algorithm. It's crucial to explore various methods and assess their influence on model performance using 
techniques such as cross-validation. Feature selection serves to not only improve model interpretability but also mitigate the risk of 
overfitting, expedite training durations, and streamline the model's complexity. 
 

V. EXPERIMENTAL SETUP 
A. Feature Importance Analysis 
Examining feature importance is a vital stage in comprehending and interpreting the factors influencing predictions generated by 
machine learning models. This process aids in pinpointing which features or variables exert the most impact on the forecasts 
generated by the model, providing insightful information for decision-making, refining models, and enhancing domain-specific 
understanding. In this section, we explore the concept of feature importance analysis and various methods to execute it effectively. 
 
B. Visualizing Feature Relationships 
Visualizing feature relationships is a crucial component of exploratory data analysis in machine learning and data science. It 
involves creating graphical representations to illustrate how different features or variables within a dataset interact with one another. 
This visualization process can unveil patterns, correlations, and insights that may not be readily apparent through numerical analysis 
alone. In this section, we will discuss various techniques and methods for visualizing feature relationships. 
Line Plots: Line plots are employed to visualize the relationship between two continuous variables across a continuous or discrete 
interval. They are extremely successful when the variable that is autonomous is only one. (e.g., time) and the other as the dependent 
variable. Line plots can unveil trends, fluctuations, and seasonality within the data. 
 
C. Correlation Analysis 
Correlation analysis stands as a fundamental technique in data analysis and statistics, employed to quantify and comprehend the 
relationship between two or more variables. It proves particularly invaluable in discerning patterns, dependencies, and potential 
associations within a dataset. In this section, we will explore the concept of correlation analysis, its various types, and its 
significance in data exploration and decision-making. 

VI. RESULTS AND DISCUSSION 
The dataset underwent separated using the train_test_split function into testing and learning sets, whereas the confusion_matrix and 
classification_report functions were imported to assess the classification outcomes. 
Various machine learning models, such as Logistic Regression, Random Forest, Decision Tree, Support Vector Machine (SVM), 
Gaussian Naive Bayes, and k-Nearest Neighbors (k-NN) models, were imported. These models would subsequently be employed 
for diverse tasks within the data analysis or machine learning workflow. 
 
A. Importing Our Dataset 
The CSV file titled 'SaYoPillow.csv' was read, and the data within the file was stored in a DataFrame named 'data.' 
To obtain an initial overview of the data, The database's top five rows were shown using the head image () function. 

Table. 1 Initial Dataset 

 
sr rr t lm bo rem sr.1 hr sl 

0 93.80 25.680 91.840 16.600 89.840 99.60 1.840 74.20 3 

1 91.64 25.104 91.552 15.880 89.552 98.88 1.552 72.76 3 

2 60.00 20.000 96.000 10.000 95.000 85.00 7.000 60.00 1 

3 85.76 23.536 90.768 13.920 88.768 96.92 0.768 68.84 3 

4 48.12 17.248 97.872 6.496 96.248 72.48 8.248 53.12 0 
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The information kept in the CSV file called 'SaYoPillow.csv' was read, and it was stored in a DataFrame named 'data.' 
 

Table 2 Dataset using Head Function 

 sr rr t lm bo rem sr.1 hr sl 

625 69.600 20.960 92.960 10.960 90.960 89.80 3.440 62.40 2 

626 48.440 17.376 98.064 6.752 96.376 73.76 8.376 53.44 0 

627 97.504 27.504 86.880 17.752 84.256 101.88 0.000 78.76 4 

628 58.640 19.728 95.728 9.728 94.592 84.32 6.728 59.32 1 

629 73.920 21.392 93.392 11.392 91.392 91.96 4.088 63.48 2 

 
B. About the Dataset 
In the 'SayoPillow.csv' file, you'll find data representing the correlation between a variety of factors, including the user's roaring 
range, heart rate, breathing rate, thermal regulation, movement of the legs rate, oxygen levels in their blood, gaze rate, sleep hours, 
and distress levels. A scale of 0 to 4 is used to define the pressure levels; 1 to 4 denotes low or typical stress. represent increasing 
levels of stress from medium low to high. 
 
C. Understanding our Data 
The shape of the dataset was printed, indicating that it comprises 630 rows and 9 columns. A line plot was generated using the 
Seaborn library, illustrating the relationship between stress level ('sh') and sleep hours ('sl'). were customized accordingly. 

 
Figure 6 Stress level vs sleep hours 

 
Another line plot was crafted using Seaborn, illustrating the relationship between stress level ('sh') and heart rate ('hr'). The plot was 
customized with a red color scheme. A title was assigned to the story and as well as the y- and x-axes labels were configured to 
offer context for the visualization. This supplementary plot aids in visualizing the connection between stress level and heart rate in 
the dataset, contributing to the process of data exploration and analysis. 

 
Figure 7 Stress level vs heart rate. 
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Figure 8 Stress level vs blood oxygen 

 
D. Columns Description 
Column Descriptions: 
1) 'sr' or 'snoring_rate': This represents the intensity or rate of snoring during sleep, which could be quantified using a specific unit 

or scale. 
2) 'rr' or 'respiration_rate': This denotes the number of breaths taken per minute during sleep. 
3) 't' or 'body_temperature': This indicates the body temperature of the user during sleep, typically measured in degrees Celsius or 

Fahrenheit. 
4) 'lm' or 'limb_movement': This refers to the rate or intensity of limb movement during sleep, serving as an indicator of the 

individual's activity level or restlessness. 
 

Table 3 Data with all the parameters 

 snoring_rate respiration_rate body_temperature limb_movement heart_rate stress_level 

0 93.80 25.680 91.840 16.600 74.20 3 

1 91.64 25.104 91.552 15.880 72.76 3 

2 60.00 20.000 96.000 10.000 60.00 1 

3 85.76 23.536 90.768 13.920 68.84 3 

4 48.12 17.248 97.872 6.496 53.12 0 

 
The provided code snippet is utilized to generate a statistical summary of the columns within the DataFrame. The "describe" method 
is employed with the parameter "include='all'" to incorporate both numerical and non-numerical columns in the summary. 
This summary furnishes statistical insights about the dataset, including metrics for numbers that include gather, mean, deviation 
from mean, minimum, and highest possible values. It displays the count, particulars of the top value, and average of the top value 
for informal columns. This summary offers a swift overview of the central tendencies and distribution of data within each column, 
facilitating initial data exploration and comprehension. 
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Table 4 Data with mean count and other statistics 

 snoring_rate respiration_rate body_temperature limb_movement heart_rate stress_level 

count 630.000000 630.000000 630.00000 630.000000 630.000000 630.000000 

mean 71.600000 21.800000 92.80000 11.700000 64.500000 2.000000 

std 19.372833 3.966111 3.52969 4.299629 9.915277 1.415337 

min 45.000000 16.000000 85.00000 4.000000 50.000000 0.000000 

25% 52.500000 18.500000 90.50000 8.500000 56.250000 1.000000 

50% 70.000000 21.000000 93.00000 11.000000 62.500000 2.000000 

75% 91.250000 25.000000 95.50000 15.750000 72.500000 3.000000 

max 100.000000 30.000000 99.00000 19.000000 85.000000 4.000000 

 
E. Checking Null Values 
The DataFrame was examined for null values by applying the isnull() function, followed by the sum() function to Add up how many 
null values there are in every category. It was determined that there were no null values present in any of the DataFrame's columns. 
This critical step in data preparation assured that the dataset was devoid of missing data, which could have potentially impacted the 
analysis or modeling process. In this scenario, the dataset was deemed complete with no missing values. 
 
1) Checking distribution of Target Variable 
The count of samples in each class of the 'stress_level' target variable was displayed by utilizing the value_counts() function. To 
visually represent the distribution of the target variable 'stress_level,' The countplot() feature from the Seaborn program library was 
used to create a count plot. The x-axis variable was set to 'stress_level' from the DataFrame 'data.' The plot included labels for the x-
axis and y-axis, as well as a title to provide context. The resulting plot effectively visualizes the distribution of the target variable 
across its various classes. 

 
Figure 9 Distribution of target variables 

 
2) Exploratory Data Analysis 
To create scatter plots for comparing each dataset's numerical characteristic to the goal attribute "stress_level," the following steps 
were taken: 
A loop iterated over all of the dataset's mathematical characteristics, removing the goal variable "stress_level." For every attribute, a 
new figure was created with a size of 8x6 using plt.figure(). 
Finally, each scatter plot was displayed using plt.show(). These scatter plots aid in visualizing how each numerical feature correlates 
with the 'stress_level' target variable, offering insights into potential relationships or patterns in the data. 
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Figure 10 Snoring rate vs stress level 

 

 
Figure 11 Respiration rate vs stress level 

 

 
Figure 12 Body temperature vs stress level 

 

 
Figure 13 Limb movement vs stress level 

 

 
Figure 14 Blood oxygen vs stress level 

 

 
Figure 15 Eye movement vs stress level 

 

 
Figure 16 Sleeping hours vs stress levels 
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Figure 17 Heart rate vs stress level 

 
To generate violin plots for each numerical feature in the dataset, considering the distribution of these features based on the 
'stress_level' target variable, the following steps were taken: 
a) A loop iterated through all of the dataset's numerical traits with the exception of the target statistic "stress_level." 
b) Each plot was given a title in the format "{feature} Distribution by Stress Level," where "{feature}" represents the name of the 

current feature. 
c) X-axis and y-axis labels were added to the plots to provide clarity and context. 
d) Finally, each violin plot was displayed using plt.show(). 
These violin plots offer a visual representation of how the distribution of each numerical feature varies across different stress levels, 
enabling a better understanding of the relationship between these features and stress levels. 

 
Figure 18 Snoring rate distribution vs stress level 

 

 
Figure 19 Respiration rate distribution vs stress levels 

 

 
Figure 20 Body temperature distribution vs stress levels 

 

 
Figure 20 Limb movement distribution vs stress levels 

 

 
Figure 21 Blood oxygen distribution vs stress level 

 

 
Figure 22 Eye movement distribution vs stress level 
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Figure 23 Sleeping hour distribution vs stress level 

 

 
Figure 24 Heart rate distribution vs stress level 

 
To perform A correlation research investigation to show the connections between the dataset's numerical characteristics, Utilizing 
the numerical properties in the data file, an interaction network was created.  
The heatmap() function from Seaborn was utilized to display the Pearson correlation matrix as a grid. We called a heat map 
"Correlation Matrix Heatmap." 
 This title aids in identifying the purpose of the visualization. This heatmap provides valuable insights into the relationships between 
numerical features, facilitating a better understanding of the dataset's structure and potential correlations. 

.  
Figure 25 Correleation matrix 

 
F. Splitting our Dataset 
The data was prepared for machine learning by splitting it into the target variable (y) and characteristics (X). The info was then split 
into training and testing sets, with a 20% testing group and an 80% training collection. set. Here's a summary of the steps: 
The features (X) were created by dropping The line named "stress_level" from the DataFrame " information." 
The target variable (y) was assigned the 'stress_level' column from the DataFrame 'data.' 
The train_test_split utility was used to divide the data into sets for both training and testing. Eighty percent of the data were in the 
training set (X_train, y_train); the remainder were from the testing set (X_test, y_test), contained 20% of the data. 
The shapes of the training and testing sets were displayed to confirm the size of each set: 
X_train shape: (504, 8) 
y_train shape: (504,) 
X_test shape: (126, 8) 
y_test shape: (126,) 
These shapes indicate that the training set contains 504 samples and the testing set contains 126 samples, with 8 features in each 
sample. The target variables have corresponding shapes, with 504 values between the 126 items in the instruction set and actual 
testing set. This split is common for machine learning tasks to train models on a portion of the data and evaluate their performance 
on a separate portion. 
 
G. Identifying Important features 
To print the feature number, name, and importance score for each feature, a loop was used. The importance scores were printed in 
descending order. After calculating feature importances, a bar chart was created to visualize the relative importance of each feature: 
A loop iterated through each feature in the training data (X_train), printing the feature number, name, and importance score in 
descending order. Following the calculation of feature importances, a bar chart was generated using Matplotlib's barplot() function. 
The plot was given a title to provide context. The x-axis labels were set to feature names from the training data (X_train), and the 
rotation=90 parameter rotated the x-axis labels for better readability.X-axis and y-axis labels were added to the plot to provide 
clarity and context. The layout was adjusted for a cleaner presentation. 
The resulting bar chart offers a visual representation of the importance of each feature in making predictions with the Random 
Forest model. This information is valuable for understanding which features are most influential in the model's decision-making 
process. 
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Figure 26 Future importance 

 
H. Stress Prediction 
To forecast stress levels for new data, the trained model's 'predict' function was utilized. In this instance, it was assumed that new 
data was available in a DataFrame labeled 'new_data,' comprising features such as snoring_rate, respiration_rate, body_temperature, 
limb_movement, blood_oxygen, eye_movement, sleeping_hours, and heart_rate. 
 
I. Interpretation of Model Outputs 
a) Logistic Regression 
Accuracy: 100% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 100% 
 Class 1 (Medium Low): 100% 
 Class 2 (Medium): 100% 
 Class 3 (Medium High): 100% 
 Class 4 (High): 100% 

 
b) Decision Tree Classifier 
Accuracy: Approximately 97.62% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 96% 
 Class 1 (Medium Low): 100% 
 Class 2 (Medium): 96% 
 Class 3 (Medium High): 96% 
 Class 4 (High): 100% 

 
c) Random Forest Classifier 
Accuracy: Approximately 98.41% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 96% 
 Class 1 (Medium Low): 100% 
 Class 2 (Medium): 100% 
 Class 3 (Medium High): 96% 
 Class 4 (High): 100% 

 
d) Support Vector Machine (SVM) Classifier 
Accuracy: Approximately 98.41% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 100% 
 Class 1 (Medium Low): 92% 
 Class 2 (Medium): 100% 
 Class 3 (Medium High): 100% 
 Class 4 (High): 100% 
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e) k-Nearest Neighbors (k-NN) Classifier 
Accuracy: 100% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 100% 
 Class 1 (Medium Low): 100% 
 Class 2 (Medium): 100% 
 Class 3 (Medium High): 100% 
 Class 4 (High): 100% 

 
f) Gaussian Naive Bayes 
Accuracy: 100% 
Precision, Recall, F1-score, and Support for Each Class: 
 Class 0 (Low/Normal): 100% 
 Class 1 (Medium Low): 100% 
 Class 2 (Medium): 100 

 
J. Model Performance 
The dataset underwent a split 80% of the data is used for developing algorithms for machine learning, while the remaining 20% is 
used to evaluate the classifiers' efficiency on training and testing sets. There were five different classifiers used: Support Vector 
Machine (SVM) classifier, a random forest classifier, Decision Tree classifier, k-Nearest Neighbors (k-NN) classifier, and logistic 
regression. After working with the used for training dataset, each model was assessed using the validation dataset. 
Several measures were used to evaluate the results of the model, including F1-, accuracy, precision, and recall.score. Notably, all 
models exhibited remarkable performance, with accuracy scores ranging from approximately 97.62% to 100%. These notably high 
accuracy scores, coupled with equally impressive precision, recall, and F1-score values, signify the models' efficacy in predicting 
stress levels during sleep. 
 

VII. CONCLUSION 
This paper focused on analyzing and predicting stress levels using a dataset comprising diverse physiological parameters. The 
dataset underwent thorough preparation, and extensive exploration was conducted to understand its composition and quality deeply. 
Through data visualization techniques, valuable insights were gained regarding the relationships between stress levels and various 
physiological attributes, laying a strong groundwork for subsequent analyses. 
The primary objective of this research was to create and assess algorithms using machine learning that may be used to forecast stress 
degrees. Numerous models—K-Nearest Neighbors (k-NN), Gaussian Naive Bayes, Random Forest, Decision Tree, Support Vector 
Machine (SVM), and Logistic Regression 
were rigorously trained and tested. Impressively, these models exhibited outstanding performance, with some achieving perfect 
accuracy on the test data. The successful development of these models offers promising prospects for practical applications in 
healthcare, well-being monitoring, and stress management. 
However, it's crucial to acknowledge the study's limitations, particularly concerning data quality and representation. The models' 
performance is closely linked to the dataset's quality and diversity. Recognizing this, further research and data collection efforts can 
contribute to improving the accuracy and reliability of stress level predictions. 
This paper establishes a solid foundation for leveraging machine learning in assessing and managing stress, with the potential to 
positively impact individuals' health and overall well-being. 
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