
 

11 V May 2023

https://doi.org/10.22214/ijraset.2023.52878



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue V May 2023- Available at www.ijraset.com 

     

 
5162 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

Variable Aware Analytic Driven Online Shoppers 

Purchasing Intention using ML Algorithms 
 

Dr.K. Raja
1
, Dr.J. Shiny Duela

2
, K. Rahul

3
, P. Anudeep

4
, D. Uday

5 

 

Abstract: In view of this paper, we aim a real-time online shoppers intention prediction system that can anticipate a visitor's 

intended purchase right away. That's what to do, we depend on meeting and guest data and we use Random forest algorithm. 

The majority of prior research, however, ignored anonymous sessions started by non-logged-in or unknown users and instead 

concentrated on known consumers. About half of the sessions start as anonymous sessions, according to de-analyzed data from 

a significant e-commerce platform. In order to forecast purchasing intent in an e-commerce environment, we also use 

oversampling to boost each classifier's conduct and scalability. The verdicts show that random woodland outperforms the 

different methods in agreements of accuracy and F1 Score. 

Index Terms: E-commerce, Random Forest Classifier, Purchasing Intention, Feature Selection, Decision Trees 

 

I.      INTRODUCTION 

The rise of e-commerce has created an enormous amount of data that businesses can use to better understand their customers and 

improve their marketing strategies. One important aspect of e-commerce is predicting customer purchasing intention, which can 

help businesses optimize their sales and marketing efforts. In this project, we use the Random Forest algorithm, a popular machine 

learning technique, to analyze data related to online shoppers and their purchasing behavior. Specifically, we focus on how certain 

variables affect the purchasing intention of customers and use analytics-driven methods to uncover insights and make predictions. 

We explore feature selection techniques and classification and regression models to build a predictive model for purchasing 

intention. By utilizing data mining and big data analysis techniques, we aim to provide insights for businesses looking to improve 

their e-commerce strategies and increase their sales. Random Forest algorithm is a powerful and widely-used machine learning 

technique that maybe used for both categorization and reversion tasks. It works by assembling a large group of decision trees all 

the while the training phase, and then aggregating their predictions during the testing phase to make more accurate predictions. In 

this project, we use 

The Random Forest algorithm to build a predictive model for online shoppers' purchasing intention, leveraging the power of decision 

trees and ensemble methods to improve accuracy and reduce overfitting. 

We use feature importance measures provided by the algorithm to identify the most important variables that affect purchasing 

intention and analyze their impact on customer behavior. Additionally, we explore different techniques for parameter tuning and 

model evaluation to ensure that our model is robust and accurate. 

To conduct this project, we collected data from various sources, including online surveys and transactional data from e-commerce 

platforms. We preprocessed the data by cleaning, transforming, and encoding it into a format suitable for machine learning 

algorithms. We later split the data into training and testing sets and applied the Random Forest algorithm to the training set. After 

building the model, we assessed its efficiency using various standard in the manner that accuracy, precision, recall, and F1-score. 

Overall, this project highlights the importance of leveraging advanced analytics and machine learning techniques to gain insights 

into customer behavior and improve e-commerce strategies. By using the Random Forest algorithm and other advanced techniques, 

businesses can better understand their customers and make data-driven decisions that lead to increased sales and customer 

satisfaction. 

 

II.      LITERATURE SURVEY 

A. E-commerce Factors Influencing Purchase Decisions 

The theory of buyer behavior [11] suggests that shopping patterns in e-commerce are influenced by factors such as trust and security 

concerns related to the Internet [12], which can impact customers' decision-making. Design features such as utility, information 

value, platform feature, service quality, and high-spirited state, which aim to make customers' visits to a website simple and 

effective, are crucial aspects of human-computer interaction [4]. Gupta [16] found that the valuing of items was a crucial factor in e-

commerce, and greater online prices distinguished to tangible markets could lower purchases [14].  
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The research also identified five factors that disturb the purchase intention of buying trades: usability, the utility of the website, 

merchant competence, proposals from companions and third-body services, and seen merchant attitudes [2]. The objective of this 

investigation was to identify the most effective marketing activities for developing successful marketing strategies, Research has 

been carried out to investigate how combining design aesthetics and business models can result in a favorable user experience that 

ultimately leads to making a purchase decision. Apart from traditional examining and analytical research patterns, neural networks 

and machine learning have also been utilized to make predictions based on similar data and factors. 

 

B. Previous Work 

In their paper[1] Sakar and others. (2018) proposed a legitimate-time connected to the internet customer behavior study system that 

envisions the purchasing goal of visitors and the likelihood of website abandonment. The system consists of two modules, one that 

predicts purchasing intention using aggregated pageview data and session and user information, and the other that predicts 

abandonment likelihood using sequential clickstream data. The dataset used for their study holds 185,000 web pages haunted in 

9800 meetings of 3500 visitors. It includes various types of actions taken by visitors, such as "product view," "administrative 

operation," "information acquisition operation," and "shopping cart operation." Moment of truth gone on each page is further 

secondhand as a feature for indicator. The authors utilized oversampling and feature selection as preprocessing techniques to 

enhance the performance and scalability of the classifiers. They raise that a long temporary thought-located recurrent interconnected 

system achieved an accuracy of 74.3% in predicting abdication trend, while the MLP classifier achieved the best veracity and F1 

Score in predicting purchasing intention. 

Moe's study[6] proposes a system that analyzes page-to-page clickstream data to classification visits to an online store as buying, 

browsing, searching, or knowledge-building visits. The authors collected clickstream data from a large online retailer over a six-

month period, resulting in a sample of over 1.5 million visits to the site. They then divided this data into two evenly sized samples 

to validate their categorization method by matching transaction-related performance across types. However, the article 

acknowledges that there are certain limitations to analyzing clickstream data, including the fact that the majority of this data is 

collected and presented in the form of lengthy and often uninformative URLs. The article does not mention a specific algorithm 

used for the analysis. However, The authors explain the approach they adopted to classify website visits into four categories - 

transactional, browsing, searching, and skill-building visits - based on observed in-store navigation patterns. The authors employed a 

hierarchical cluster analysis to identify clusters of visits that displayed similar patterns of page views. They then utilized these 

cluster assignments as the independent variables in a stepwise discriminant analysis to determine the critical variables that 

distinguished one cluster of visits from another. The article discusses several limitations and potential drawbacks of the study. One 

limitation is that the data used in the study was collected from a single online retailer, that can limit the generalizability of the 

verdicts to different contexts. Additionally, clickstream data can be difficult to work with because it is frequently written as long and 

mostly pointless URLs.One more drawback is that the research did not consider the content of the pages viewed or investigate the 

relationship between navigational choices and purchasing behavior.. Finally, while cluster analysis is an practical categorization 

scheme that admits analysts to test theoretically grown typologies, it has happened criticized for its provisional nature of allocation. 

The author [7]used Google Analytics data to create a dataset that includes features related to website components such as type, 

location, design, and layout. 

This dataset was used as input for training and testing machine learning models, specifically naïve Bayes and multilayer perceptron 

(MLP) classifiers. Naïve Bayes is a simple probabilistic classifier assuming feature independence, while MLP is a neural network 

with multiple hidden layers for learning complex patterns. The classifiers were trained and tested using the dataset to predict the 

site component accompanying the highest company impact. The conduct of the classifiers was likely judged utilizing metrics in the 

way that accuracy, recall, F1-score, or accuracy, and the results were discussed in the paper [8]. The findings may be compared to 

previous research or industry benchmarks to highlight the system's novelty or significance, and insights on the classifiers' strengths, 

limitations, and potential areas of improvement may be provided. The paper is likely to provide detailed information on the 

methodology, experimental setup, and results to support the system's validity and reliability. 

Christian's study [5] aimed to compare the effectiveness of popular ML algorithms in the way that SVM, slope descent, and naïve 

Bayesian utilizing two top-notch comparison forms, WEKA, and sci-kit- gain. The study evaluated the performance of each 

algorithm by comparing their F1-score, kappa stats, genuine mean error, and accuracy.The F1-score is a metric that takes into 

account both precision and recall of an algorithm. Precision aims to maximize the number of accurate positive predictions without 

any false positives, while recall aims to maximize the number of actual positive predictions captured without any false negatives. 
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 After conducting research, the random forest model was identified as the most effective algorithm for categorizing the purchasing 

intentions of online shoppers. Additionally, algorithms that utilize information gain or entropy tests were employed to achieve 

optimal results in determining the purchase intention of potential buyers [7]. Such decisions can aid e-commerce businesses in 

selecting the most suitable machine learning algorithm for predicting consumer purchase behavior. The study also highlights the 

importance of evaluating ML algorithms' performance through different metrics to identify their strengths and weaknesses. 

 

III.      EXISTING SYSTEM 

Various existing technologies have been proposed for this project One such method is Support Vector Machines (SVM), which is a 

powerful prediction model based on supervised classification. SVM has been successfully applied in various fields, including 

electronic commerce. However, the effectiveness of SVM is highly dependent beside the selection of the kernel function. For 

instance, the accuracy of SVM has been reported as 84.26% for linear kernel and 84.88% for RBF (Radial Basis Function) kernel 

in the context of forecasting purchasing sessions in a web store.. SVM can suffer from overfitting, especially with complex 

datasets, and the choice of kernel function can significantly impact its performance. Another existing technology is ARECC 

(Association Rule Extraction for Customer Classification), which focuses on association rule discovery. Website component 

identification is also used as a method for analyzing online shoppers' purchase intentions. Additionally, decision trees, specifically 

C4.5, have been used as a method for predicting purchase intention in online shopping, achieving an accuracy of 82.34%. Multilayer 

perception, with 10 hidden layers, has been reported to achieve an accuracy of 85% in predicting purchase intention. However, these 

algorithms also have limitations. Decision trees can lack transparency, making it difficult to interpret the results.Multilayer 

perception may struggle with handling large datasets and may require careful tuning of the number of hidden layers and other 

parameters. 

Table showing the accuracy of previous modules 

Model Kernel Accuracy F1 Score 

Support Vector 

Machines 

Linear 84.26 0.82 

Decision Trees C4.5 82.34 0.82 

MultiLayer 

Perception 

10 Hidden 

Layers 

86.1 0.86 

Support Vector 

Machine 

RBF 84.88 0.82 

 

Despite their effectiveness in certain contexts, these existing technologies have limitations that need to be considered when applying 

them in predicting and analyzing online shoppers' purchase intentions. In conclusion, researchers have proposed several 

technologies to predict and analyze online shoppers' purchase intention, including SVM, ARECC, website component identification, 

decision trees, and multilayer perception. While these technologies have shown promise in achieving high accuracy in certain 

contexts, they also have limitations that must be taken into consideration. These limitations include overfitting, the need for careful 

parameter tuning, and a lack of transparency in decision trees. Despite these limitations, these technologies continue to be valuable 

tools for businesses looking to improve their understanding of online shoppers' behavior and make more informed decisions. 

 

IV.      PROPOSED SYSTEM 

The proposed system aims to address the issue of expensive feature engineering in predicting online shoppers' purchasing intentions 

by utilizing an Ensemble Learning method. This method will take into account both known and anonymous sessions, which can lead 

to better prediction accuracy. To model the complex connections between input features and purchasing intention, a trainable vector 

space approach will be used to model a variety of semi-structured input data.  
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The proposed system will utilize Decision Tree, SVM, and Random Forest Classifier machine learning algorithms in combination 

to enhance the prediction's accuracy. Additionally, the system will leverage Isolation Forest to identify and remove anomalies from 

the input data to improve the quality of predictions. The Ensemble Learning approach is a popular method in machine learning that 

combines multiple models to achieve better performance than any individual model. The proposed system will utilize this approach 

to improve prediction accuracy in online shopping by combining various machine-learning algorithms. Furthermore, the trainable 

vector space approach will be utilized to model semi-structured data, which can provide a better understanding of the connections 

between input features and purchasing intention. Overall, the proposed system has the potential to reduce the cost and time required 

for feature engineering while improving prediction accuracy in online shopping. 

Architecture Diagram 

 

Advantages of Proposed System 

The proposed system of this project has several advantages over existing technologies.We use Ensemble Learning, which combines 

multiple machine learning algorithms, which can lead to better prediction accuracy than any individual model. This approach can 

also help mitigate the limitations of each algorithm, as different algorithms excel in different contexts. And the use of trainable 

vector spaces to model semi-structured data can provide a more comprehensive understanding of the connections between input 

features and purchasing intention. This can lead to better insights into consumer behavior and choices, that can be leveraged to 

upgrade the overall shopping occurrence. Third, the proposed system's use of isolation forest, which is an unsupervised anomaly 

detection algorithm, can help identify potential outliers and anomalies in the data. This can improve the accuracy of the predictions 

by reducing the impact of noise in the data. Overall, the proposed system has several advantages over existing technologies and has 

the potential to significantly improve the accuracy and efficiency of predicting online shoppers' purchasing intention while reducing 

the cost and time required for feature engineering. 

 

V.      MODULE DESCRIPTION 

A. Data Set 

The dataset utilized for this project is the 'UCI Online Shoppers Intention dataset', which comprises data pertaining to the browsing 

behavior of online shoppers on an e-commerce website. The dataset encompasses 12,330 sessions and incorporates 18 features, 

encompassing numerical and categorical data, such as the number of pages visited, session duration, and purchase outcome. 

Additionally, the dataset encompasses information about the type of browser used, geographical location of the user, and the 

operating system employed. It also includes features pertaining to user behavior, such as repeat visits to the website and session 

duration.The dataset's size and complexity make it an ideal candidate for testing and comparing various machine-learning algorithms 

and feature engineering techniques. 

 

B. Data Preprocessing 

The data preprocessing module for this project involves several steps. Firstly, the dataset is loaded and inspected to understand its 

structure, check for missing values, and gain insights into the data distribution. Next, data splitting is performed to create training and 

testing datasets, ensuring that the distribution of classes is preserved in both datasets. Outlier detection is then performed on the 

numerical features of the dataset, such as bounce rates, exit rates, administrative duration, and product-related duration. Outliers are 

data points that vary considerably from the rest of the data and may impact the performance. Common methods for outlier detection 

include z-scores, IQR, or domain knowledge-based thresholds.  
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VII.      RESULTS 

After performing data preprocessing, feature selection, and hyperparameter tuning, we trained a random forest classifier on the UCI 

Online Shoppers Intention dataset to predict whether a website visitor would make a purchase or not. The final model achieved an 

accuracy of 94% on the test set, indicating that it can accurately classify website visitors with a high degree of accuracy. 

 

Additionally, we conducted an analysis to determine the most crucial features for predicting if a visitor would make a purchase. The 

top five most significant features, listed in descending order of importance, were identified as... 

PageValues  Exit Rates Administrative_Duration ProductRelated_Duration   Bounce Rates 

The findings of this analysis can offer valuable insights into the factors that impact the purchasing decisions of website visitors, 

which can be leveraged to enhance website design and content and boost conversion rates. The outcomes indicate that machine 

learning techniques are successful in anticipating the intentions of internet shoppers and emphasize the significance of properly 

preparing data and developing appropriate features to construct precise models. 

 

VIII.      CONCLUSION 

In conclusion, our study showcases the potential of machine learning algorithms for predicting user behavior on websites and 

informing website design and marketing strategies. By using Random Forest, we were able to develop a reliable model that 

accurately predicts whether a website session will result in a purchase or not. Our extensive data preprocessing, including label 

encoding, outlier detection, and feature selection, helped ensure that our model was accurate and representative of the target 

population. The high accuracy of our model, at 94%, indicates that it is a robust predictor of user behavior on the website. 

Furthermore, the precision score of 0.83 is an important metric, as it indicates a relatively low false positive rate, meaning that our 

model is less likely to misclassify website sessions as resulting in a purchase when they do not. This makes our model suitable for 

practical use in a real-world setting, where businesses can leverage it to improve their website design and marketing strategies. 

Overall, our study demonstrates the power of machine learning algorithms in predicting website user behavior and highlights the 

importance of proper data preprocessing techniques to ensure model accuracy. As more businesses continue to leverage machine 

learning to inform their decision-making processes, we anticipate that the use of these algorithms will become even more prevalent 

in the years to come. 
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