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Abstract: In the contemporary landscape of the digital world where industry relies on the technology of artificial intelligence 

which fundamentally depends on the concepts of machine learning. Machine learning is a field where it utilizes the immense 

amount of data and then feeds this data into a structure called models. This data “trains” this model. Abundant data is used to 

train these models, for this data to be as accurate as it can be optimally. However, reliance on this abundant data exposes us to a 

significant risk to user privacy which is a matter of concern. It directly challenges the existence of “right to be forgotten”. There 

is an intricate relation between the model and the data with which it is trained. Traditional data management systems can easily 

erase user information from databases, but the scenario becomes considerably complex with machine learning models. This 

gives rise to the whole new concept called machine unlearning. This project addresses this challenge by developing a standalone 

tool and API specifically designed to facilitate the forgetting of data by machine learning models. Our objective is to pioneer a 

practical approach to enhance user privacy in the context of machine learning technologies. By creating an efficient and reliable 

solution, we aim to bridge the gap between data privacy rights and the intricate workings of machine learning models. Through 

this endeavor, we contribute to the evolving discourse on privacy, data security, and ethical AI practices in the digital age. 

 

I. INTRODUCTION 

In current trends, in abundance the data generated by users is being accumulated. There is a risk in the data being compromised 

without the consent of the users. The recent regulations now require that, on request, private information about a user must be 

removed from both computer systems and from ML models. These are the results of new privacy protection laws like General Data 

Protection Regulation (GDPR), California Consumer Privacy Act (CCPA) and many more that are governing the privacy of the 

users. These laws introduce a concept called "right to be forgotten." wherein the data of the users must be deleted from the databases 

and ML models when the user wishes it. To comply with these guidelines the company or the developer must be in a place to 

remove the data from the server and databases. To remove the data from the back-end databases is relatively easier than removing 

the data from the machine learning models. We can try retraining the models from scratch, whereas in this case the training is done 

excluding all the users’ personal data. But it is too expensive both timewise and computational wise. There is another scenario 

where one can selectively remove the data from the ML models while still preserving the original accuracy. This introduces a new 

domain called “Machine Unlearning”. Our project aims to make a framework for machine unlearning. 

A. Existing Systems 

In the existing system analysis, the work done is: 

1) They require access to the original data or a proxy of it, which may not be available or feasible in some scenarios 

2) They incur high computational and storage costs, especially for complex models and large datasets. 

3) They may not guarantee complete forgetting or privacy preservation, as some traces of the unlearned data may remain in the 

model or its outputs. 

4) They may affect the performance and accuracy of the model, as unlearning some data may reduce the generalization ability of 

the model or introduce biases. 

 

B. Proposed System 

This is the system we propose: 

1) The proposed framework for machine unlearning is a novel approach that allows users to remove unwanted data from trained 

models without retraining them from scratch. 

2) The framework is developed in python and supports popular machine learning libraries such as TensorFlow, PyTorch, and 

scikit-learn. It also provides a user-friendly interface and documentation to help users get started with machine unlearning. 
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3) The framework is based on the theoretical foundations of machine unlearning and guarantees that the unlearned model will 

have similar performance and generalization as the original model, while satisfying the privacy and fairness constraints of the 

users. 

4) This framework is a valuable tool for machine learning practitioners and researchers who want to incorporate machine 

unlearning into their workflows and applications. It can help them address the challenges of data quality, data ownership and 

data regulation 

 

II. SCOPE 

A Machine Unlearning project aims to develop techniques and methodologies for a machine learning model to selectively forget or 

update previously learned information. The objectives and scope of such a project typically include Selective Forgetting, Ethical 

Consideration, Security, Privacy and User Interaction. 

 

III. DESIGN 

A. System Design 

Finally, the system design process often entails iterative refinement based on feedback, testing, and evolving requirements, ensuring 

the system meets its objectives effectively and adaptively. 

 
Fig 3.1: The process of unlearning the trained data 

 
 

Fig 3.2: Flow diagram of machine unlearning 

 

Designing a system for learning involves steps like data ingestion, preprocessing, model training, evaluation, and deployment. Data 

is collected and processed, features are engineered, and models are trained using various algorithms. Model performance is assessed 

using metrics like accuracy, and once satisfactory, the model is deployed for predictions. In contrast, unlearning involves identifying 

and modifying previously learned information in the model parameters. Techniques like parameter adjustment or removal are 

applied, followed by performance evaluation and potential redeployment, with considerations for transparency and regulatory 

compliance. 
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B. Federated Unlearning 

 
Fig 3.3: Federated Unlearning 

 

In federated learning, the primary objective is indeed to train a global model while keeping the raw data decentralized and private on 

client devices. This way, data remains on the devices, reducing privacy concerns associated with centralized data collection. 

 

Now, let us delve into the concept of unlearning and its specific parameter, unlearn_global_model. 

1) Unlearning in Federated Learning: Unlearning in federated learning refers to the process of removing a client's contribution 

from the global model. This is important for various reasons, such as when a client wants to stop participating in the federated 

learning process or if their data becomes outdated or irrelevant. 

2) Unlearning Global Model Parameter: The unlearn_global_model parameter likely refers to a mechanism for initiating the 

unlearning process across the entire federated learning system, specifically targeting the global model. Here is a breakdown: 

 Unlearn Local Model vs. Global Model: Before understanding unlearn global model, it is essential to differentiate 

between unlearning a local  

model and unlearning the global model. When a client unlearns its local model, it removes its specific contributions to 

the global model. However, unlearning the global model entails removing the influence of a client from the collective 

global model across all participating clients. 

 Purpose of Unlearning Global Model: The unlearn global model parameter allows for a coordinated process where a 

client requests the removal of its data from the global model across the entire federate learning system. This could be 

crucial for compliance with privacy regulations or in situations where clients want to ensure that their data no longer 

contributes to the global model. 

 Mechanism for Data Removal: Implementing unlearn global model would likely involve communication between the 

client and the server. When a client triggers this parameter, it signals to the server that its data should be disregarded in 

the next global model update. The server then orchestrates the removal of this client's data from the global model 

during the aggregation process. 

 Impact on Model Performance: Unlearning a client's contribution from the global model might impact on the overall 

performance of the model, especially if that client had provided significant and relevant data. Therefore, mechanisms 

for unlearning should be carefully managed to minimize disruptions to model performance while upholding privacy 

and data integrity. 

3) Federated Averaging (FedAvg): is a key algorithm in federated learning where multiple decentralized clients collaboratively 

train a global model while keeping their data private. In the context of machine unlearning, FedAvg plays a significant role in 

enabling the removal of individual client contributions from the global model. When a client wishes to unlearn or remove its 

data from the global model due to privacy concerns or other reasons, FedAvg allows for this by updating the global model 

based on the remaining clients' contributions, effectively mitigating the impact of the departing client's data. By averaging the 

model updates from the remaining clients, FedAvg ensures that the global model continues to evolve without retaining the 

specific information contributed by the departing client. 

 

When a client initiates the unlearning process, FedAvg facilitates the removal of its data from the global model by updating the 

model based on the contributions of the remaining clients.  
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IV. IMPLEMENTATION 

Types of unlearning algorithms: 

1) Model-Agnostic Unlearning 

 
Model-agnostic unlearning algorithms are designed to be versatile and adaptable across various machine learning models. They 

operate independently of the internal structure or architecture of the model, focusing solely on the training data. Here's a deeper look 

into how these algorithms work: 

 Algorithmic Approach: Model-agnostic unlearning algorithms typically employ techniques that analyze the training data to 

identify specific data points for removal. These algorithms prioritize the removal of data points that are deemed irrelevant, 

outdated, or potentially sensitive. 

 Data-Driven Analysis: Instead of relying on the intricacies of a particular model, model-agnostic algorithms leverage statistical 

methods and data mining techniques to analyze patterns within the training data. This data-driven approach allows for the 

identification of data points that contribute minimally to the model's predictive performance or may pose privacy risks. 

 Flexibility and Compatibility: One of the key advantages of model-agnostic unlearning is its flexibility and compatibility with 

different machine learning models. Whether the model is based on deep learning, decision trees, support vector machines, or 

any other algorithm, model-agnostic algorithms can be applied seamlessly without requiring modifications to the model's 

architecture. 

 

2) Model Intrinsic Unlearning 

 
Model intrinsic unlearning algorithms are specifically tailored to the internal workings and architecture of a particular machine 

learning model. These algorithms leverage a deep understanding of the model's structure to achieve precise and optimized 

unlearning outcomes. Here's a deeper exploration of how model intrinsic unlearning works: 

 Model-Specific Optimization: Unlike model-agnostic approaches, model intrinsic unlearning algorithms are intricately tied to 

the underlying architecture of the model. These algorithms are designed to exploit the unique characteristics and properties of 

the model to achieve more efficient and effective unlearning. 

 Fine-Grained Control: Model intrinsic algorithms offer fine-grained control over the unlearning process, allowing for targeted 

removal of specific data points or features that may impact the model's performance. By leveraging insights into the model's 

internal representations, these algorithms can identify and eliminate data points that contribute to biases, overfitting, or other 

performance issues. 

 Optimization Techniques: Model intrinsic unlearning often involves the use of optimization techniques tailored to the model's 

architecture. These techniques may include gradient-based methods, regularization strategies, or specialized loss functions 

designed to minimize the impact of data removal on the model's overall performance. 
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Let's delve deeper into each type of unlearning algorithm to provide a more detailed understanding: 

a) Model-Agnostic Unlearning 

Model-agnostic unlearning algorithms are designed to be versatile and adaptable across various  

machine learning models. They operate independently of the internal structure or architecture of the model, focusing solely on the 

training data. Here's a deeper look into how these algorithms work: 

 Algorithmic Approach: Model-agnostic unlearning algorithms typically employ techniques that analyze the training data to 

identify specific data points for removal. These algorithms prioritize the removal of data points that are deemed irrelevant, 

outdated, or potentially sensitive. 

 Data-Driven Analysis: Instead of relying on the intricacies of a particular model, model-agnostic algorithms leverage statistical 

methods and data mining techniques to analyze patterns within the training data. This data-driven approach allows for the 

identification of data points that contribute minimally to the model's predictive performance or may pose privacy risks. 

 Flexibility and Compatibility: One of the key advantages of model-agnostic unlearning is its flexibility and compatibility with 

different machine learning models. Whether the model is based on deep learning, decision trees, support vector machines, or 

any other algorithm, model-agnostic algorithms can be applied seamlessly without requiring modifications to the model's 

architecture. 

 

b) Model Intrinsic Unlearning 

Model intrinsic unlearning algorithms are specifically tailored to the internal workings and architecture of a particular machine 

learning model. These algorithms leverage a deep understanding of the model's structure to achieve precise and optimized 

unlearning outcomes. Here's a deeper exploration of how model intrinsic unlearning works: 

 Model-Specific Optimization: Unlike model-agnostic approaches, model intrinsic unlearning algorithms are intricately tied to 

the underlying architecture of the model. These algorithms are designed to exploit the unique characteristics and properties of 

the model to achieve more efficient and effective unlearning. 

 Fine-Grained Control: Model intrinsic algorithms offer fine-grained control over the unlearning process, allowing for targeted 

removal of specific data points or features that may impact the model's performance. By leveraging insights into the model's 

internal representations, these algorithms can identify and eliminate data points that contribute. 

 Optimization Techniques: Model intrinsic unlearning often involves the use of optimization techniques tailored to the model's 

architecture. These techniques may include gradient-based methods, regularization strategies, or specialized loss functions 

designed to minimize the impact of data removal on the model's overall performance. 

 

3) Data-Driven Unlearning 

 

 
 

Data-driven unlearning algorithms focus on analysing patterns within the training data itself to identify specific data points that need 

to be removed. These algorithms prioritize the removal of data points that are deemed irrelevant, outdated, or potentially sensitive. 
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V. RESULTS 

A. Federated Unlearning 

 

 
Fig 5.1: Output of federated unlearning 

 

1) Time for Learning Process: The "time for learning process" refers to the duration required to train a machine learning model on 

a dataset. This encompasses tasks such as data preprocessing, model training, validation, and possibly hyperparameter tuning. 

2) Time for Unlearning Process: The "time for unlearning process" refers to the duration required to remove or update specific 

knowledge or information from a machine learning model. The time for the unlearning process involves identifying the data to 

be removed, retraining the model without that data, and recalibrating model parameters. 

3) Time for Unlearning without Calibration Process: "Time for unlearning without calibration process" denotes the duration 

needed to remove or update specific knowledge from a machine learning model without subsequent recalibration of model 

parameters.  

4) Recall and Precision: Recall and precision are two fundamental metrics used to evaluate the performance of classification 

models, particularly in binary classification tasks. Recall measures the model's ability to correctly identify all relevant instances 

from a dataset. It calculates the ratio of true positives (correctly predicted positive instances) to the sum of true positives and 

false negatives (missed positive instances). Precision, on the other hand, measures the model's accuracy in predicting positive 

instances. It calculates the ratio of true positives to the sum of true positives and false positives (incorrectly predicted positive 

instances). 
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Fig 5.2: Table for the Federated Unlearning results 

 

B. Variational Bayesian Unlearning 

Variational Bayesian Unlearning is a technique used in machine learning to selectively remove or "forget" specific data points from 

a model trained using variational Bayesian methods. Unlike traditional unlearning methods, which often require retraining the entire 

model from scratch, variational Bayesian unlearning offers a more efficient approach by updating the model's parameters to 

accommodate the removal of specific data points. The results of variational Bayesian unlearning typically involve assessing the 

impact of data removal on the model's performance and updating the model's parameters accordingly.  

 
Fig 5.3: VBU graph 

1) Comparison and Analysis 

Comparing the pre- and post-unlearning data distributions allows us to assess the impact of unlearning on the dataset's statistical 

characteristics. This comparison may involve analyzing changes in the distribution's central tendency, spread, shape, or other 

relevant properties.  

 
Fig 5.4: Comparison of data distribution 
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VI. CONCLUSION 

A. Framework Conclusion 

In summary, the machine unlearning framework represents a significant advancement in machine learning, offering efficient 

solutions for addressing data privacy concerns and enabling the selective removal of data from models. Its ability to provide 

different tools and combine various algorithms according to specific requirements makes it a versatile and powerful tool for 

managing and controlling data while maintaining model integrity and performance. 

 
Fig 6.1: Classification results 
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