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Abstract: This project proposes a way to control the position of the cursor with the bare hands without using any electronic 
device. While the operations like clicking and dragging of objects will be performed with the different hand gestures. The 
proposed system will only require a webcam as an input device. 
The software that will be required to implement the proposed system are OpenCV and Python and the libraries used for this 
model is MediaPipe. The output of the camera will be displayed on the system’s screen so that it can be further calibrated by the 
user. The python dependencies that will be used for implementing this system are NumPy, math and mouse. It’s a new approach 
for controlling mouse movement using a real time camera. Major approaches consist of adding more buttons or charging the 
position of the tracking ball of mouse. Instead we suggest to change the design of hardware. Our concept is to use a camera and 
computer vision technology, as a image segmentation and gesture recognition, to control mouse tasks and we show how it can 
perform everything that current mouse devices do. 
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I. INTRODUCTION 
A. Project Scope 
This project is titled as “Hand tracking,  virtual mouse  using Open cv”. The main objective of the proposed virtual mouse system is 
to develop  the alternative to the regular and traditional mouse system to perform   and  control   the mouse functions, and this can 
be achieved with the help of web camera that captures the hand gestures and hand tip and then processes these frames to  perform   
the particular mouse functions such as left click, right click, and scrolling function. 
 
B. Project Purpose 
The main goal of the project is to manage computers and other devices with gestures other than pointing and clicking a mouse or 
touch display directly. This is project avoids the physical requirement of mouse and the application has been used designed to be 
cost effective and uses low cost input tools like webcam for the use  of capturing hand as input. 
 
C. Project Features 
The functions of mouse like controlling of movement of virtual object have been replaced by hand gestures. The main feature of the 
project is to identify the hand gestures and with the help of them we can drag, drop, click and scroll the mouse. This project is 
designed  to  operate with help of the webcam . It provides an efficient and, interface for a user to interact with the computer and 
access the various applications, effortlessly. 
 

II. LITERATURE SURVEY 
Certain experiments have been Performed from past few years by different research and development groups. Here are some of the 
following groups: 
1) J.Katona proposed A review of human interaction in virtual reality research fields in the easy Cognitive info communications. 

Cognitive infocommunications (CogInfoCom) is a young and evolving discipline that is at the crossroads of information and 
communication technology (ICT) and cognitive sciences with many promising results. The goal of the field is to provide 
insights into how human cognitive capabilities can be merged and extended with the cognitive capabilities of the digital devices 
surrounding us, with the goal of enabling more seamless interactions between humans and artificially cognitive agents. Results 
in the field have already led to the appearance of numerous CogInfoCom-based technological innovations. For example, the 
field has led to a better understanding of how humans can learn more effectively, and the development of new kinds of learning 
environment have followed accordingly. The goal of this paper is to summarize some of the most recent results in CogInfoCom 
and to introduce important research trends, developments and innovations that play a key role in understanding and supporting 
the merging of cognitive processes with ICT. 
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2) B.J. Bourah, A.K. Talukdar and K.K. Sarma has proposed a way that Development learning-Tool using hand gesture based 
human computer interaction system . A hand gesture recognition system is a natural and simple way of communicating in 
today’s world. The development of teaching methods by using technology-dependent useful items to increase communication 
and interaction between the teacher and the student is a major part of today’s e-learning. In this paper, we have proposed an 
interactive learning-aid tool based on a vision-based hand gesture recognition system. The system uses MediaPipe for hand 
gesture recognition. The recognized hand gestures use a virtual-mouse-based object controlling system to control various virtual 
objects created using Unity. The system has been tested using six hand gestures and it is found that the system can be used 
effectively for controlling various virtual objects. 

3) V.V. Reddy, T. Dhyanchand, G.V. Krishna has proposed a way that virtual colored mouse control using colored fingertips and 
hand gesture recognition. In human-computer interaction, virtual mouse implemented with finger tip recognition and hand 
gesture tracking based on image in a live video is one of the studies. In this paper, virtual mouse control using finger tip 
identification and hand gesture recognition is proposed. This study consists of two methods for tracking the fingers, one is by 
using colored caps and other is by hand gesture detection. This includes three main steps that are finger detection using color 
identification, hand gesture tracking and implementation on on-screen cursor. In this study, hand gesture tracking is generated 
through the detection of the contour and formation of a convex hull around it. Features of hands are extracted with the area ratio 
of contour and hull formed  and detailed tests are performed to check this algorithm in real world scenarios. 
 

III. PROPOSED SYSTEM 
This system is based on gesture recognition method proposed for interactive projection systems. This new method should be more 
either make human life more comfortable and more productive and more fun. It provides greater flexibility than the existing system. 
It uses the library called MediaPipe to detect the hand gestures. It can provide more functions depending on the choice of object. It 
is easy to modify and adapt. This model is less prone to physical damage due to absence of a fixed physical choice. This model will 
avoid the mouse-related wrist damage like CTS and RSL.  
Also, there is a certain degree of fun and entertainment associated with the whole idea. 

                            
 
 
 
 
 
 
 
 
 
           

Figure 3.1. Architecture of the Proposed System 
 

IV. RESULTS 
In this model we have different hand gestures to perform the different actions for this model  project. After the verification of the code 
as a result the camera will open to recognise and capture the different hand gestures and perform the operations as shown. 
 
                      
                

 
 
 
 
 

FIG 4.1. Capturing the video using Webcam 
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FIG 4.2. Detection of finger which is Up 
 
 
 
 
 
 
 
 
 
 
 
 

                                                            
FIG 4.3. Gesture to perform left button click 

 
 
 
 
 
 
 
 
 
 
 

FIG 4.4. Gesture to perform the left button click 
 
 
 
 
 
 
 
 
 
 
 

 
FIG 4.5. Gesture to perform the Right button click 
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FIG 4.6. Gesture to perform the Scroll down function 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIG 4.7. Gesture to perform the Scroll Up function 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIG 4.8. Gesture to perform No Action 
 

V. CONCLUSION 
A new method for hand gesture is introduced in this project. Using the hand gestures we are going to control the operations of the 
mouse. On the other hand we are also able to recognize the number of fingers for identifying or recognizing the persons identity. 
From the results of the model, we can come to a conclusion that the proposed AI virtual mouse system has performed very well and 
has a greater accuracy compared to the existing models & also the model overcomes most of the limitations of the existing systems. 
Since the proposed model has greater accuracy, the AI virtual mouse can be used for real-world applications and also it can be used 
to reduce the spread of COVID-19. 
Since the proposed mouse system can be used virtually using hand gestures without using the traditional physical names. 
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