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Abstract: This paper proposes a Visual Question Answering (VQA) problem using CLIP models. The proposed approach 
suggests an enhanced VQA-CLIP model with additional layers for better computational performance. VQA is an increasingly 
important task that aims to answer open-ended questions based on images. This task has numerous applications in various fields 
such as medicine, education, and surveillance. The VizWiz dataset, specifically designed to assist visually impaired individuals, 
consists of image/question pairs along with 10 answers per question, recorded by blind participants in a natural setting. The task 
involves predicting answers to questions and determining when a question is unanswerable. In this study, we will utilize the 
VizWiz dataset and employ the CLIP model with an additional linear layer, a multimodal, zero-shot model known for its 
efficiency in processing image and text data. By leveraging the unique capabilities of CLIP, and benchmarked against state-of-
the-art approaches. Results indicate a competitive or better performance of the VQA model. 
Index Terms: Visual Question Answering (VQA), CLIP model, VizWiz dataset. 
 

I.      INTRODUCTION 
The Visual Question Answering (VQA) paradigm represents a fascinating convergence of computer vision and natural language 
processing, aimed at imbuing machines with the ability to comprehend and respond to questions about images in natural language 
[1], [2]. As visual content becomes increasingly prevalent in our digital landscape, ranging from social media platforms to 
applications in autonomous vehicles, the demand for intelligent systems capable of seamlessly integrating visual information with 
textual input continues to grow. This interdisciplinary field seeks to bridge the gap between visual and textual modalities, laying the 
foundation for machines to engage in nuanced reasoning about images through natural language understanding. 
In recent years, the exploration of VQA has been characterized by a quest to overcome the inherent challenges posed by the fusion 
of visual and textual information [1], [3]. Early approaches primarily focused on simplistic feature fusion techniques, such as simple 
concatenation or element-wise products, to combine image and text-based features. However, as the complexity of VQA tasks 
increases, there is a pressing need to explore more sophisticated fusion methods to unlock the full potential of these multimodal 
interactions. 

 
 

Our research endeavors to address this challenge by delving into advanced fusion techniques, aiming to elevate the performance and 
capabilities of VQA systems. By leveraging empirical evaluations on benchmark datasets, we seek to demonstrate the efficacy of 
our proposed methods in tackling the intricacies of VQA tasks.  
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Central to our approach is the exploration of attention mechanisms across different modalities, recognizing their pivotal role in 
capturing and leveraging contextual information for accurate question answering. 
Indeed, the success of VQA models hinges on their ability to effectively exploit attention mechanisms, both within individual 
modalities and across modalities [6], [8]. By incorporating question-guided attention mechanisms on images and exploring 
reciprocal attention from images to questions, our research aims to enrich the depth of understanding and reasoning capabilities of 
VQA systems.  
 

II.      LITERATURE SURVEY 
Visual Question Answering (VQA) stands at the crossroads of computer vision and natural language processing, challenging models 
to understand and respond to queries based on both visual and textual inputs. The nascent stages of VQA research saw the 
emergence of handcrafted feature engineering and rule-based methodologies. These early endeavors laid the groundwork for 
subsequent advancements by introducing fundamental datasets and baseline models. Particularly noteworthy is the work of Antol et 
al. (2015) [14], who pioneered the VQA dataset and proposed an initial baseline model combining bag-of-words features with 
convolutional neural network (CNN) representations. 

Fig 2. Vizwiz dataset sample images and question pairs 
 
The advent of deep learning heralded a paradigm shift in VQA, as researchers began exploring end-to-end trainable models capable 
of learning from raw data. This transition birthed innovative techniques such as the Multimodal Compact Bilinear pooling (MCB) 
method proposed by Malinowski et al. (2015) [15], showcasing the efficacy of deep learning in tackling VQA tasks. 
Multimodal fusion techniques emerged as a focal point in VQA research, aiming to effectively integrate visual and textual 
information for improved performance. Models like the Hierarchical Co-Attention (HieCoAtt) (Lu et al., 2016) [16] and Multimodal 
Compact Bilinear Attention Networks (MCBAN) (Fukui et al., 2016) [17] introduced simultaneous attention mechanisms, 
enhancing the model's ability to focus on relevant features. 
Attention mechanisms played a pivotal role in advancing VQA models by enabling selective focus on salient visual and textual 
cues. Notable contributions include the Stacked Attention Networks (SAN) (Yang et al., 2016) [18] and the Bottom-Up and Top-
Down Attention model (BUTD) (Anderson et al., 2018) [19], which demonstrated significant improvements in performance through 
sophisticated attention mechanisms. 
Recent developments in VQA research have witnessed the rise of transformer-based architectures, leveraging the power of 
transformers to capture long-range dependencies effectively. Models such as VisualBERT (Tan et al., 2019) [20], Vision 
Transformer (ViT) (Dosovitskiy et al., 2021) [21], and Data-efficient Image Transformer (DeiT) (Touvron et al., 2020) [22] have 
pushed the boundaries of VQA performance, achieving state-of-the-art results on various benchmarks. 
Despite the progress, several challenges persist in VQA research, including multimodal ambiguities, dataset biases, and model 
interpretability. Addressing these challenges and exploring novel architectures, self-supervised learning techniques, and robust 
evaluation metrics are imperative for the continued advancement. 
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In conclusion, this comprehensive literature survey provides a detailed exploration of the evolution of VQA models, highlighting 
key contributions, advancements, and challenges. By synthesizing insights from existing research, we aim to inspire                 
further innovation and progress in the dynamic field of visual question answering.   
      

III.      EXPERIMENTS 
A. Dataset - VIzWiz 
As a team, the Visual Question Answering (VQA) task we are tackling involves developing AI models that can answer open-ended 
questions about images. While there are several popular VQA datasets like VQA v2 and OK-VQA, the specific dataset we will be 
utilizing is called VizWiz. 
VizWiz is a unique VQA dataset that was created to help address the technological needs of visually impaired people. It contains 
images and questions that were sourced directly from blind users who took pictures and recorded spoken questions about them. 
Some key points about the VizWiz dataset that we want to highlight: 
1) It contains 20,500 image-question pairs in total. 
2) For each image, there is one corresponding question asked by a blind person, as well as 10 different answers provided by 

crowdsourced workers.  

Fig.3 The histogram shows the answer type in the dataset 
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3) The dataset is split into: 
   - 20,523 image-question pairs for training 
   - 205,230 answer/confidence score pairs for training   
   - 4,319 image-question pairs for validation 
   - 43,190 answer/confidence score pairs for validation 
4) The questions were asked by blind people in a natural setting about images they captured, making this a realistic and 

challenging dataset for our team to work with.      
5) In addition to predicting the answer, one of the tasks we need to tackle is predicting whether a given question is unanswerable 

based on the image. 
In summary, VizWiz provides a unique real-world VQA dataset sourced from blind users, with the goal of developing assistive 
technologies to help this population. The multiple reference answers and answerability prediction make it a particularly challenging 
dataset for us as a team. 
 

IV.      PROPOSED APPROACH 
We have chosen to utilize the CLIP (Contrastive Language-Image Pre-training) model for our Visual Question Answering (VQA) 
task on the VizWiz dataset. The primary reasons behind this choice are the unique advantages and capabilities offered by CLIP. 
CLIP is an open-source, multimodal, and zero-shot model, which means it can effectively process and understand both image and 
text data without being explicitly trained on a specific task. Given an image and text descriptions, CLIP can predict the most 
relevant text description for that image, leveraging its pre-training on a vast amount of image-text pairs. 
One of the key advantages of using CLIP for our VQA task is its ability to handle multimodal inputs, which is essential for 
answering questions based on both visual and textual information. Additionally, CLIP's zero-shot capabilities allow us to leverage 
its pre-trained knowledge, enabling efficient training and adaptation to the VizWiz dataset without requiring extensive 
computational resources. 
CLIP offers several model variants, each with varying architectures and capacities, such as RN50, RN101, RN50x4, RN50x16, 
RN50x64 and ViT-B/32. These variants differ in their backbone architectures (ResNet or Vision Transformer), model sizes, and 
input image resolutions, allowing us to choose the most suitable configuration based on our computational constraints and 
performance requirements. 
Our approach involves utilizing both the image and text encoders of the CLIP model. The resulting features from these encoders are 
concatenated and passed through additional linear layers with layer normalization and a high dropout value (0.5) to capture the 
multimodal representations effectively. The answer types and final answers are predicted using separate linear layers, as illustrated 
in Figure 2 of our methodology. 
The image size for the visual encoder is set to 448x448 for the RN50x64 variant and 336x336 for the ViT-L/14@336px variant. 
During training, we employ cross-entropy loss and rotation as an image augmentation technique to enhance the model's robustness 
and generalization capabilities. 
Notably, we train only the additional linear classifier components while keeping the pre-trained CLIP model weights frozen. This 
approach allows us to leverage CLIP's pre-trained knowledge and representations, enabling fast and efficient training without 
requiring extensive computational resources or large-scale fine-tuning on the VizWiz dataset. 
By adopting the CLIP model and our proposed methodology, we aim to leverage its multimodal capabilities, zero-shot learning, and 
efficient training process to develop an effective solution for the Visual Question Answering task on the VizWiz dataset. This 
approach holds promise for addressing the technological needs of visually impaired individuals while advancing the field of 
assistive technologies. 

 
V.      RESULTS 

The table presents the performance results of three different VQA models: ResNet-50 (RN50), ResNet-101 (RN101), and  Vision 
Transformer with a base architecture (ViT-B/32).  

 

Model VQA (Acc.) Answerability (Acc.) 
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Across all models, the Vision Transformer (ViT-B/32) consistently outperforms the ResNet models in terms of VQA accuracy 
across all datasets, including the training, validation, and test sets. This indicates the potential superiority of transformer-based 
architectures in handling visual question answering tasks, possibly due to their ability to capture long-range dependencies in the data 
more effectively than convolutional neural networks. 
However, while the ViT-B/32 model demonstrates the highest VQA accuracy, there is still a noticeable performance gap between 
the training and test sets for all models. This gap suggests potential issues with overfitting, where the models may have memorized 
patterns specific to the training data but struggle to generalize to unseen data. Addressing this gap is crucial for ensuring the models' 
robustness and reliability in real-world applications. 
Additionally, the table includes metrics for answerability accuracy, which remain consistently high across all models and datasets. 
This indicates that the models perform well in determining whether an answer can be provided for a given question-image pair, 
regardless of the specific architecture used. High answerability accuracy is essential for effectively filtering out unanswerable 
questions and improving the overall user experience of VQA systems. 
The results also highlight the trade-off between model complexity and performance. As the model complexity increases, from 
ResNet-50 to ResNet-101 to ViT-B/32, there is a corresponding improvement in VQA accuracy. However, this improvement comes 
with increased computational costs, both in terms of training time and inference complexity. Therefore, it's essential to carefully 
balance model complexity with practical considerations when designing VQA systems for real-world deployment. 
 

VI.      FUTURE SCOPE 
Real-time Interaction: The incorporation of real-time interaction capabilities into VQA systems could significantly enhance their 
practical utility. Enabling users to ask questions and receive answers in real-time, especially in dynamic environments, would 
contribute to a more seamless and responsive user experience. 
Semantic Understanding and Context Awareness: Future research could focus on improving the semantic understanding of visual 
content and context awareness in VQA systems. This involves recognizing subtle details, spatial relationships, and temporal 
elements in images, leading to more contextually relevant responses. Integration with Assistive Technologies: Exploring synergies 
with existing and emerging assistive technologies offers potential for creating comprehensive solutions. Integrating VQA 
capabilities with wearable devices, voice assistants, or tactile feedback systems could augment the overall user experience for 
visually impaired individuals. 
 

VII.      APPLICATION 
Assistive technology for the visually impaired: VQA systems can help individuals with visual impairments find answers to 
questions about their environment, allowing them to be more independent in everyday functioning in various fields. 
Educational tools: VQA can be incorporated into educational strategies to create interactive learning environments where students 
can ask questions about visual materials such as pictures or drawings, and receive immediate answers and explanations. 
Customer service chatbots: Companies can use VQA-powered chatbots that can help customers with product-related questions, by 
analyzing images and answering questions about products, services, and problems. 
Medical Image Analysis: In the medical field, the VQA can help radiologists and healthcare professionals interpret medical images 
by answering questions about anatomy, abnormalities, and diagnostic findings will be raised 

train val test train val test 

RN50 70.48% 66.80% 60.56% 97.8913
% 

94.2264
% 

95.3270
% 

RN101 78.8711
% 

68.9674
% 

62.0448
% 

97.9239
% 

94.4273
% 

95.9179
% 

ViT-
B/32 

90.92% 72.10% 65.76% 97.43% 93.98% 95.56% 
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Smart Home Devices: VQA can enhance the functionality of smart home devices by allowing users to ask questions about their 
home environment, such as finding objects, recognizing faces, or monitoring activities. 
E-Commerce Product Recommendations: E-commerce platforms can use VQA to improve product recommendations by 
understanding the questions users ask related to visual quality, preferences, and compatibility with existing purchases they will 
understand it. 
Legal and Forensic Analysis: VQA systems can assist legal professionals and forensic investigators in analyzing visual evidence, 
such as crime scene photos or surveillance footage. Lawyers, judges, and investigators can ask questions about details or anomalies 
in images, helping to build stronger cases or uncover important insights during investigations 
 

VIII.      CONCLUSION 
In conclusion, the use of the CLIP model in the context of Visual Question Answering (VQA) using the VizWiz dataset has shown 
promising results. By leveraging large pre-training data, and multi-modality of CLIP, we have demonstrated the model's capability 
as an excellent feature extractor for this task. The incorporation of the text Transformer from CLIP, alongside the image encoder, 
has led to improved performance in predicting answers to visual questions. Our proposed challenge not only aims to address the task 
of answering visual questions for blind individuals but also serves as an opportunity to develop assistive technologies that eliminate 
accessibility barriers for this population. 
                                         

IX.      APPENDIX 
A. VizWiz Dataset Description 
Description: The VizWiz dataset contains image/question pairs with 10 responses per question, recorded by visually impaired 
individuals. 
Purpose: Designed to assist visually impaired individuals, the data set presents challenges to the VQA algorithm. 
 
B. Overview of the methodology 
Summary: A CLIP model with an additional linear layer was used for VQA projects on the VizWiz dataset. 
Application: Image and text encoders, trained linear classifiers, and implementation of post vocabulary selection. 
 
C. Good building materials 
Description: CLIP-based VQA modeling with integrated image and text encoder, linear layer, and subsequent type prediction. 
Features: Leverage CLIP OCR capabilities, pre-training data, and multiple capabilities for effective VQA. 
 
D. Summary of Outcomes 
Conclusions: The VizWiz data set provided promising results demonstrating the effectiveness of the CLIP-based model for VQA. 
Performance implications: A model for accuracy, efficiency, and robustness in predicting responses to visual questions. 
 
E. The future 
Opportunities: Explored potential improvements including real-time communication, logic understanding and cross-domain 
optimization. 
Applications: Potential applications in assistive technology, education, customer service, medical image analysis, and more were 
identified. 
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