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Abstract:  In this proposed method used maximally stable based method for scene text recognition from detected text regions 
which is compatible with mobile applications. It detects text regions from natural scene image/video, and recognizes text 
information from the detected text regions. In scene text detection, layout analysis of color decomposition and horizontal 
alignment is performed to search for image regions of text strings. In scene text recognition, two schemes, text understanding 
and text retrieval, are respectively proposed to extract text information from surrounding environment. Our proposed character 
descriptor is effective to extract representative and discriminative text features for both recognition schemes. 
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I. INTRODUCTION 
Automatic reading of text in natural scenes and it is on the recognition of individual characters in such scenes. Highlight why this 
can be a hard task. Even if the problems of clutter and text segmentation were to be ignored for the moment, the following sources 
of variability still need to be accounted for: (a) font style and thickness; (b) background as well as foreground color and texture; (c) 
camera position which can introduce geometric distortions; (d) illumination and (e) image resolution. All these factors combine to 
give the problem a flavor of object recognition rather than optical character recognition or handwriting recognition.  
In fact, OCR techniques cannot be applied out of the box precisely due to these factors. Furthermore, viable OCR systems have been 
developed for only a few languages and most Indic languages are still beyond the pale of current OCR techniques. Many problems 
need to be solved in order to read text in natural images including text localization, character and word segmentation, recognition, 
integration of language models and context, etc. Our focus, in this paper, is on the basic character recognition aspect of the problem. 
We introduce a database of images containing English and Kannada text. In order to assess the feasibility of posing the problem as 
an object recognition task, we benchmark the performance of various features based on a bag-of-visual-words representation. Figure 
1 show the black diagram of proposed system, which starting from input to final processed output. 

  

 
Figure: 1.Block Diagram 

The results indicate that even the isolated character recognition task is challenging. It is very little inter-class variation as 
highlighted. This problem is particularly acute for where two characters in the alphabet can differ just by the placement of a single 
dot like structure.  
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A. Segmentation 
Scene text recognition, which aims to recognize text in natural scenes, remains a challenging problem. Compared to scanned 
documents, which are usually taken under uniform lighting with sharp focus, scene text images often contain undesirable lighting 
effects, such as specular highlights, glossy reflections, and shadows; and the camera’s focal and motion blur add additional 
difficulty to the recognition task. 
The use of higher order potentials not only deals with weak character detections but also allows us to recognize non-dictionary 
words. Another issue with many of the previously published works is that they were evaluated on datasets containing a few hundred 
words. For a comprehensive evaluation of methods, we need a large dataset with diversity. Thus, we introduce a dataset with 5000 
word images referred to as the IIIT 5K-word dataset. The dataset contains words from both street scene texts and born-digital 
images. Note that automatically extracting text from born-digital images has many applications such as improved indexing and 
retrieval of web content, enhanced content accessibility, content filtering. 

B. Detecting Characters 
The first step in our approach is to detect potential locations of characters in a word image. We apply a sliding window based 
approach to achieve this. Sliding window based detectors has been very successful for challenging tasks, such as face and pedestrian 
detection. Although character detection is similar to such problems, it has its unique challenges. Firstly, there is the issue of dealing 
with a large number of categories (62 in all). Secondly, often, parts of a character or a part of two consecutive characters are similar 
in appearance to another character. 

II. RELATED WORK 
In general, scene text characters are composed of cross-cutting stroke components in uniform colors and multiple orientations, but 
they are usually influenced by some font distortions and background outliers.  We observe that text characters from different 
categories are distinguished by boundary shape and skeleton structure, which plays an important role in designing character 
recognition algorithm. Current optical character recognition (OCR) systems can achieve almost perfect recognition rate on printed 
text in scanned documents.  In the existing system the inner character structure is modelled by defining a dictionary of basic 
shape codes to perform character and word retrieval without OCR on scanned documents. Figure 2 represents the overview of our 
feature extraction and object detetion. 
The effects of various implementation choices on detector performance, taking “pedestrian detection” (the detection of mostly 
visible people in more or less upright poses) as a test case. For simplicity and speed, we use linear SVM as a baseline classifier 
throughout the study. The new detectors give essentially perfect results on the MIT pedestrian test set so we have created a more 
challenging set containing over 1800 pedestrian images with a large range of poses and backgrounds. Ongoing work suggests that 
our feature set performs equally well for other shape-based object classes. 

 
Figure: 2 Overview of our feature extraction and object detection chain 

C. Learning shape prior models for object matching 
The shape model from examples is to first compute the mean shape. The mean shape is formulated as the optimal solution to 
minimize a cost function. This cost function can be the dissimilarity measure between the mean shape and all training shapes. 
Different cost functions lead to different optimization frameworks. However, it is difficult to learn shape models from real images 
because of (a) scene clutter and (b) intra-class variations of the shape. The combination of these two issues makes the complexity 
combinatorial. Due to the large number of possible shapes and images, it is not tractable to try each possible hypothesis to find the 
optimal solution. For this reason, almost all the methods for learning shape models have been experimented on clean training data 
(images without clutter). Contrary to these approaches, the method we propose is very robust to clutter. 
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III. PROPOSED METHOD 
In a presented method of scene text recognition from detected text regions which is compatible with mobile applications. It detects 
text regions from natural scene image/video, and recognizes text information from the detected text regions. In scene text detection, 
layout analysis of color decomposition and horizontal alignment is performed to search for image regions of text strings. In scene 
text recognition, two schemes, text understanding and text retrieval, are respectively proposed to extract text information from 
surrounding environment. Our proposed character descriptor is effective to extract representative and discriminative text features for 
both recognition schemes. 
The fuzzy system provides objective results because they contain information from statistical sources and several human experts in 
contrast to manual analysis that is bias and can vary depending on the knowledge and experience of the expert. The following 
suggestions are provided for future work:  Integration of the fuzzy system with the popular java compiler ant, to obtain instant 
results at compilation time.  Include a neural network prediction system to forecast the reliability of the applications using statistical 
and historical information of the fuzzy reports. Integrate the fuzzy system with a continuous monitoring system (Hudson dashboard, 
etc) so historic and current reports are available to developers, project leaders, architects, managers and clients in order to increase 
productivity. 

A. Advantages: 
1) Text understanding and text retrieval are used to extract text from the surroundings 
2) It produce more efficiency 

B. Description of Proposed Work: 
In this proposed work consists of following modules like MSER, HOG and Retrieve Data. In which MSER detector (MD) to extract 
key points from stroke components, second  module is HOG: At each of the extracted key points, the HOG feature is calculated as 
an observed feature vector x in feature space.HOG is selected as local features descriptor because of its compatibility with key point 
detectors and third module is RETRIEVE DATA: In text retrieval application, the query character class is considered as an object 
with fixed structure, and we generate its binary classifier according to structure modeling. Character structure consists of multiple 
oriented strokes, which serve as basic elements of a text character. From the pixel-level perspective, a stroke of printed text is 
defined as a region bounded by two parallel boundary segments. Their orientation is regarded as stroke orientation and the distance 
between them is regarded as stroke width the Figure 3 represents the system architecture of the system 

 
Figure 3: System Architecture 

IV. RESULT AND DISCUSSION 
MATLAB (matrix laboratory) is a numerical computing environment and fourth-generation programming language. Developed by 
Math Works, MATLAB allows matrix manipulations, plotting of functions and data, implementation of algorithms, creation of user 
interfaces, and interfacing with programs written in other languages, including C, C++, Java and FORTRAN. MATLAB contains 
mathematical, statistical, and engineering functions to support all common engineering and science operations. These functions, 
developed by experts in mathematics, are the foundation of the MATLAB language.  
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The core math functions use the LAPACK and BLAS linear algebra subroutine libraries and the FFTW Discrete Fourier Transform 
library. Because these processor-dependent libraries are optimized to the different platforms that MATLAB supports, they execute 
faster than the equivalent C or C++ code. 
In Scale Invariant Feature Transform (SIFT) feature matching was adopted to recognize text characters in different languages, and a 
voting and geometric verification algorithm was presented to filter out false positive matches. Dictionary of words to be spot is built 
to improve the accuracy of detection and recognition. Character structure was modeled by HOG features and cross correlation 
analysis of character similarity for text recognition and detection. In, Random Ferns algorithm was used to perform character 
detection and constructed a system for query-based word detection in scene images. The figure 4 show the initial phase of image 
and figure 5 represents final  detected text from that initial picture. 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
                                                 

Figure 4: Initial Stage of Image 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Final Text Object Identification 

V. CONCLUSION 
The proposed method Maximally Stable External Regions based Object Recognition Technique using Fuzzy Logic which shows 
how text object is detected from the image using fuzzy recognition techniques, which follows a sequence of steps for initial stage to 
final stage. In advice, text extraction to view a demo of the system, implement the proposed method. A highlight of the demo system 
proposed aid applications demonstrates blindusonce, and it'salsothe color of the uniform and aligned text information captured from 
the natural sequence of assumptions provision, demonstrates that there are appropriate in future enhancement text detection 
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accuracy rate and system will extend the analysis to include dictionary Word-level recognition. To improve accuracy and display 
text extraction procedure and also represent one of the structural model have the discriminatory aspects of the text to be formatted. 
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