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Abstract: Support vector machines have been used as a classification method in various domain's including and not restricted to 
species distribution and land cover detection. In this paper the support vector machine classification method is applied to 
geographical information systems data represented in the form of a TIFF map. The dataset used herein is of Andhra Pradesh 
state rainfall map. Support vector machine classification method is used herein to classify the image into categories based on 
rainfall coverage in various districts. One category represents excessive rainfall coverageand the othernormal rainfall coverage 
and yet another that of deficient rainfall coverage. Later the classifier is evaluated using kappa statistics and accuracy 
parameters. 
Keywords: Classification,Data Mining,Support Vector Machine, remote sensed data. 

I. INTRODUCTION 
Meteorological satellite data have been operationally used in weather services for more than 30 years. During this period, forecasting 
of severe weather based on satellite remote sensing data has been a challenging task. Early warnings of severe weather, made possible 
by timely and accurate forecasting will help prevent casualties and damages caused by natural disasters. However, measuring and 
monitoring rainfall events remains challenging and costly. Indian Summer Monsoon Rainfall (ISMR) is a complex phenomenon 
involving atmosphere, land, ocean and many other domains. When we speak about a large phenomenon like monsoon, we are aware 
that there are many variables involved that may very strongly relate to monsoon, variables that may relate weakly, variables that may 
not be related to monsoon but are present in climate scenario like in theories such as sea breeze1. A question arises here as to what are 
the variables to be considered for predicting or formulating association rules so as to give better results[1]. 
Nowadays, the advances in Information and Communication Technologies (ICT), lead to an alternative mode of communication 
among people of every profession. They have changed the way people meet and communicate. Communication regarding excessive 
rainfall and floods also can be passed on through ICT systems. Therefore, evidence suggests that communication needs to continue to 
embrace the use of the Internet[2]. 
Data is everywhere, abundant, continuous, increasing and heterogeneous. Extracting meaningful information from that data is useful 
but very difficult: rich data but poor information is a common phenomenon in the world.  Data mining refer to extracting or mining 
useful knowledge from large amounts of data. One of the various phases of data mining is classification. 
Classification is the process wherein a class label is assigned to unlabeled data vectors. Classification can be further categorized as 
supervised and unsupervised classification. In supervised classification the class labels or categories into which the data sets need to 
be classified into is known in advance. In unsupervised classification the class label is not known in advance[3]. Unsupervised 
classification is also known as clustering. Supervised classification can be subdivided into non-parametric and parametric 
classification. Parametric classifier method is dependent on the probability distribution of each class. Non parametric classifiers are 
used when the density function is not known[4].  
Support Vector machines(SVM) is a classification technique based on the statistical learning theory. It is successfully used to solve 
optimization problems on large sets. In this paper SVM are used to perform the said classification. Herein the data vectors are 
represented in a feature space. The purpose of the algorithm is to find a hyperplane that splits optimally the trainingset. It helps in 
solving equallytwo class and multi class classification problem[6][7]. The aim of the said hyper plane is to maximize its distancefrom 
the adjoining data points in the two regions. Moreover, SVM's do not have an additional overhead of feature extraction since it is part 
of its own architecture. Latestresearch hasproved that SVM classifiers providebetter classification results when one uses spatial data 
setsas compared to other  classification algorithms like Bayesian method, neural networks andk-nearest neighbors classification 
methods[8][9]. 
Support Vector Machine(SVM) is a well-known machine learning  method, which has been used frequently in classification problems 
because of its strong theoretical foundation and its good performance in practice.[9]. A SVM is a linear classifier, but in most cases, it 
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is practically restrictive. SVM can be easily extended to a nonlinear classifier by mapping the input space into a high dimensional 
feature space through a kernel function. However, training times can be prohibitively long for both cases, even with specially tailored 
quadratic programming solvers, growing exponentially with the number of classes in the problem. In this work we propose an SVM-
based linear programming formulationtosolvethemulti-classclassificationproblemefficiently..We based our work on the concept of the 
center of the configuration [1,16] to obtain a point which is equidistant to all classes, while the classification functions are constructed 
based on this point.  
SVM have been used to classify data in various domains like land cover classification[10], species distribution[11], medical binary 
classification[9], fault diagnosis[12], character classification[5], speech recognition[13],radar signal processing[14],habitat prediction 
etc... In this paper SVM is used to classify remote sensed data sets. Two formats of remote sensed data viz. raster formatand comma 
separated value(CSV) file formats have been used for performing the said classification using SVM. 
Our next section describes Background Knowledge about SVM classifiers. In section 3materials and methods viz. data acquired and 
the proposed  methodology have been discussed. Performance analysis is discussed in Section 4. Section 5 concludes this work and 
later acknowledgement is given to the data source followed by references. 

II. BACKGROUND KNOWLEDGE 
A. Overview of SVM Classifier 
Support vector machine (SVM) isa promising methodology which is used in various applications. They have a strong mathematical 
foundation. They are used to solveboth two class and multi class classification problem[15][16]. In a two class problem the input data 
has to be categorized as two diversecategories wherein each category is assigned a unique class label[17]. A multi class classification 
problem can be divided it into multiple two class classification problems and solved by aggregating the individual results to get the 
final result of the multi class problem.  
Success of SVM depends on their strong mathematical foundation that conveys several significant properties: 
Margin maximization: The classification boundary functions of SVMs maximize the margins, which leads to maximizing 
generalization performance.SVM can be categorized into non-linear  and linear SVM. Data can be represented in space as shown in 
Fig 1.  Linear SVM can be geometrically represented by a line which divides the data space into two different regions thus resulting 
in classifying the said data which can be assigned two class labels corresponding to the two regions[18][19][20].  

 
 
 
 
 
 
 
 
 
 
 

Fig.1.The Hyperplane 
 
The line mentioned herein is called a hyperplane and can be mathematically represented by equation (1)[21]: 
mθi+ b >= +1  
mθi+ b <= -1   (1) 
The data points can be represented by equation (2)[22]: 
f(x)= sgn(mθ+ b)   (2) 
 
where sgn() is known as a sign function, which is mathematically represented by the following equation: 

sgn(θ)=
1    if θ > 0
0    if θ = 0
−1 if θ < 0

   (3) 
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There can be many hyperplanes which can divide the data space into two regions but the one that increases the distance amid the 
bordering data points in the input  data space is the result to the two class problem. The adjoining data points close to this hyperplane 
are called support vectors. This concept can be illustrated geometrically as in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.Distance of the nearest data vectors from the Hyperplane 
 

The margin width can be represented mathematically by the equation: 

M= 
+ - .

| |
 = 

| |
  (4) 

This maximization problem viz. maximizing the distance between the hyperplane and the adjoining support vectors can be 
represented as a Quadratic Optimization Problem as in equation(5)[22][23]: 

h(m)= mtm     (5) 
subject to yi(mθi+ b) >=1,∀i    

The solution for this problem can be provide by a Lagrange multiplier αi which is associated with every constraint in the main 
problem. The solution can be represented as: 

m=∑훼i푦iθi 
b=yk - mtxk for any xk such that Lagrange multiplier αk#0  (6) 
The classifier can be denoted as[16]: 
f(θ)=∑훼i푦iθi푥 + 푏    (7) 
 

1) Systematic nonlinear classification via kernel tricks: SVMs effectively handle non-linear classifications using kernel tricks.  
If every data point in the input data space is generalized onto a higher dimensional feature space which can  be represented as [18]:  

K(θi, θj)=f(θi)t.f(θj)    (8) 
This is also called a kernel function. It is computed using an inner dot product in the feature space. Various kernel functions can be 
used to do the said mapping as mentioned in the below equations[23]: 

Linear Kernel function =θi
tθj 

Polynomial kernel function = (1 + θi
tθj)p 

Gaussian radial based kernel function =  
    exp(-| |2

2 ) 
Sigmoid kernel function= tanh(β0θiθj+β1) (9) 

One of the major advantages of SVM is that feature selection is automatically taken care by it and one need not separately derive 
features. 

B. Multi-classSupport Vector Machines 
In this section we describe the multi-class Support Vector Machines approach in its three most common forms(one-ver- sus-all SVM, 
one-versus-one SVM, and k-class SVM). 
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1) One-versus-all support vector machines: One-versus-all support vector machines are the simplest and probably the earliest 
formulation for multi-class SVM. This approach constructs k binary SVM classifiers, where each one separates one class from 
the remaining training patterns. 

2) One-versus-one support vector machines:Another important SVM-based multi-class classification method is known as one-
versus-one(OvO) Support Vector Machine. This method constructs K(K-1)/2 binary SVM classifiers, one for every pair of 
classes. For training data from the k-th and the l-th classes, k≠l(k < l), OvO-SVM solves the following binary classification 
problem 

3) k-Class support vector machines:In Weston and Watkins [36], an all-together approach for multi-class SVM by solving one 
single optimization problem was proposed. This approach constructs K binary classifiers simultaneously. 

III. MATERIALS AND METHODS 
A. Data Acquisition 
Herein SVM methodology is applied to a TIFF dataset.The TIFF data set used for the said classification is in raster format[25].Raster 
image is a collection of pixels represented in a matrix form. Raster images can be stored in varying formats.A map of Andhra Pradesh 
state that comprises of the rainfall coverage's for various districts are used. 
 

IV. PROPOSED METHOD 
The data under consideration is first preprocessed. [26]. Later Region Of Interest is extracted from the dataset. In the next stage 
training set samples are selected from the ROI. Each of these training set samples correspond to a particular Rain fall in Andhra 
Pradesh map data set used. After the training data sample are collected the SVM classification methodology is applied. Algorithm that 
explains implementation of SVM is given below[27]: 
Begin 
Step 1: Loop the n data items 
Step 2: Start dividing the input data set into two sets of data corresponding to two different categories  
Step 3: If a data item is not assigned any of the  
egions mentioned then add it to set of support  
vectors V  
Step 4: end loop  
End 
Finally the built model is validated against the test data set. Herein the test data set under consideration is the Rain fall coverage area 
that is not covered as part of the selected training data set sample. 

V. PERFORMANCE ANALYSIS 
A. Environment Setting 
Rain fall  map of  Andhra Pradesh was used as a dataset to perform the said classification. A region of interest(ROI) was extracted 
from the map that acted as a training data and it was validated against the complete data segment pertaining to a particular Rain fall in 
the map. The proposed method has been implemented under the environment setting as shown in Table 1[28][29]. 

Table.1.Environment Setting 

Item 
Capacity 

CPU Intel CPU  @2 GHz processor 
Memory 4GB RAM 

OS Windows 7 32-bit 
Tools Monteverdi tool 

 

VI. RESULT ANALYSIS 
Performance of a Classification method can be measured using parameters of a confusion or error matrix view depending on whether 
the event is correctly classified or no event is correctly classified as shown in Table 2. And the classified results for the image used 
sets are demonstrated in Figure 3.  
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Table.2.Confusion / Error Matrix View 
Real group        Classification result 

No Event Event 
No Event True Negative(TN) False Positive(FP) 

Event False Negative(FN) True Positive(TP) 
 
 

 
3 (a) 

 
.(b) 

Fig.3. (a) Region of Interest from the input raster data set. (b) Classified image with excess, normal and deficient rainfall data in  state 
of Andhra Pradesh displayed in various colors(Excess-Violet, Deficient-magenta, Normal-Blue) 

 
In this paper the parameters used to evaluate the classification is Accuracy and kappa statistics.The formulae for accuracy, specificity, 
sensitivity and kappa statistics are provided by equations (10), (11), (12) and (13)[30][31][32]: 

Accuracy = ( ) × 100  (10)      

Speci icity =  ( ) × 100   (11) 

Sensitivity =
( )

x100   (12) 

Kappa statistics=Sensitivity + Specificity - 1 (13) 
  
The confusion matrix or error matrix view for SVM Classifier while classifying raster TIFF data setis given in Table 4. 
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Table.4Confusion Matrix for rater datasets 

Prediction 
Reference  

Excess Normal Deficient 
Excess 14 0 0 
Normal 0 16 0 

Deficient 0 0 11 
 
 

Performance Measures using evaluation metrics are specified in Table 5 which are calculated using equations (10), (11), (12)and (13). 

Table.5 Performance measures for CSV and raster datasets 
Data set type Accuracy Kappa Statistics 
Raster TIFF 

datasets 
100 100 

 

VII. CONCLUSION 
In this paper SVM classification method is used to build a classification model for a TIFF dataset. The dataset used herein is of 
Andhra Pradesh rainfall map. The map comprises of Rain fall coverage for various districts. The methodology used classifies the map 
based on Rain fall coverage. The performance of SVM is calculated using kappa statistics and accuracy parameters and it is 
established that for the given data setSVM classifies the raster image dataset with great accuracy. The SVM classification 
methodology discussed herein can help in environment monitoring, land use, mineral resource identification, classification of remote 
sensed data into roads and land etc.. in the future. 
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