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Abstract: - Direct memory access (DMA) is a vital part of many ligh-end systems, It allows additional bus masters to read or
write system memeory independently of the CPUs). DMA channels can fransfer blocks of data to or from devices with no CPU
averfiead,

The CPU manages DMA operations via a DMA controller unit. While the DMA rransfer is in progress, the CPU can continwe
executing code. When the DMA transfer is completed, the DMA contraller will signaf the CPU with an interrapt.

Typical scenarios of Mock memaory copy where DMA can be useful are network packet routing amd video streaming, DMA is a
particelar advantage in sitnations where the blocks to be transferved are large or the transfer is o repetitive operation that would
consume a large portion of potentially nseful CPLU processing rime.
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L INTRODUCTION

A DMA controller can geénerate memory addresses and initiate memory read or write cyeles. 1t contains several processor
registers that can be writien and read by the CPLL. These include a memory address register, a byte count register, and ong or more
control registers, The control registers specify the 1'0r port to use, the direction of the transfer (reading from the 'O device or
writing to the 1'0 device), the transfer unit (byte at a time or word at a tme}), and the number of bytes to transfer in one burst. To
carry out an input, eutput or memeory-to-memory operation, the host processor initializes the DMA controller with a count of the
number of words to transfer, and the memory address to use. The CPLU then sends commands to a peripheral device o initiate
transfer of data, The DMA controdler then provides addresses and read/write control fines o the system memory. Each time a byie
of data is ready to be fransferred between the peripheral device and memory, the DMA controller increments its internal address
register until the full block of data is wansferred, DMA transfers can cither occur one byte at a time or all at onee in burst mode. If
they occur a byie at a time, this can allow the CPU o access memory on aliernate bus cycles — this is called cycle stealing since the
DMA controller and CPL contend for memory access. In burst mode DMA, the CPU can be put on hold while the DMA transfer
oceurs and a full block of possibly hundreds or thousands of bytes can be moved. When memory cyeles are much faster than
processor cycles, an interleaved DMA cycle is possible, where the DMA controller uses memory while the CPL cannot.

In a bus mastering system, both the CPU and peripherals can be granted control of the memory bus. Where a peripheral can become
bus master, it can directly write (o system memory without involvement of the CPU, providing memory address and conirol signals
as required. Somea measure must be provided to put the processor into a hold condition so that bus contention does not oceur.,
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[l.  OPERATION MODES

A, Transparent modes

The transparent mode takes the most time to transfer a block of data. vet it 15 also the most efficient mode in terms of overall system
performance. The DMA controller only transfers data when the CPU is performing operations that do not use the system buses. [t is
the primary advantage of the transparent mode that the CPU never stops executing its programs and the DMA transfer is free in
terms of time. The disadvantage of the transparent mode is that the hardware needs to determine when the CPL is not using the
system buses. which can be complex.

B Burst mode

An entire block of data is transferred in one contiguous sequence, Once the DM A controller is granfed access 1o the sysiem bus by
the CPL, it transfers all bytes of data in the data block before releasing control of the system buses back to the CPU, but renders the
CPU inactive for relatively long periods of time. The mode is also called "Block Transler Mode". Tt 1s also used to stop unnecessary
data.

O Cyele Stealing Mode

The eyele stealing mode is used in systems in which the CPU should not be disabled for the length of time needed for burst transfer
modes. In the cvele stealing mode, the DMA controller obtains access to the system bus the same way as in burst mode, using BR
{Bus Request) and BG (Bus Grant) signals, which are the two signals controlling the interface berween the CPLU and the DMA
controller. However, in eyele stealing mode, after one byte of data transfer, the control of the system bus is deasserted to the CPL
vig BG, It is then continually requested again via BR, transferring one byte of data per request, until the entire block of data has
been transferred. By continually obtaining and releasing the control of the system bus, the DMA controller essentially interleaves
instruction and data transfers. The CPL processes an instruction, then the DMA controller transfers one data value, and so on. On
the one hand, the data block is not transferred as quickly in cycle stealing mode as in burst mode, but on the other hand the CPU is
not idled for as long as in burst mode. Cyele stealing mode 15 useful for controllers that monitor data in real time

1L IMPLEMENTATION

To implement the direet transter of data between memory and input output a hardware DMA controller is added to the system.

This hardware works like a bypass for a town, allowing large blocks of data to bypass the CPU without snarling it up.
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In this scenario large blocks of data are transferred using the DM A hardware.,
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V. FUTURE SUGGESTION
The impact of multiprocessor, multiple, DMA channels for DMA cache
A shared cache with an intelligent replacement policy can achieve the effect of DMA cache scheme.
V. CONCLUSION

By understanding the dynamics of DMA capabilities and being aware of their strengths and weaknesses, the user can enhance
performance criteria for his or her PC whether used for personal purposes or for business. The information provided above can
applied to the specific needs and requirements of the user for improvement of system performance and efficiency.
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