
 

2 Issue- II October 2014



www. ijraset.com Special Issue-2, October 2014
SJ Impact Factor-3.995                                                                                                         ISSN: 2321-9653

International Journal for Research in Applied Science & Engineering
Technology(IJRASET)

Page 10

VLSI Based Fault Detection & Correction Scheme
for The Advanced Encryption Standard Using

Composite Field
Mr.G. Manikandan 1 , Mr. M. Suresh 2

, K.Anuradha3

1,2 Assistant Professor, Department of Electronics and Communication Engineering,
3Department of Computer science and Engineering

Kodaikanal Institute of Technology, Tamilnadu, India

Abstract—the faults that accidently or maliciously occur in the hardware implementations of the Advanced Encryption
Standard (AES) may cause erroneous encrypted/decrypted output. The use of appropriate fault detection schemes for the
AES makes it robust to internal defects and fault attacks. In this paper, we present a lightweight concurrent fault detection
scheme for the AES. In the proposed approach, the composite field S-box and inverse S-box are divided into blocks and the
predicted parities of these blocks are obtained. Through exhaustive searches among all available composite fields, we have
found the optimum solutions for the least overhead parity-based fault detection structures. Moreover, through our error
injection simulations for one S-box(respectively inverse S-box), we show that the total error coverage of almost 100% for 16
S-boxes (respectively inverse S-boxes) can be achieved. Finally, it is shown that both the application-specific integrated
circuit and field-programmable gate-array implementations of the fault detection structures using the obtained optimum
composite fields, have better hardware and time complexities
compared to their counterparts.

I. INTRODUCTION

THE Advanced Encryption Standard (AES) has been lately accepted by NIST [1] as the symmetric key standard for encryption and
decryption of blocks of data. In encryption, the AES accepts a plaintext input, which is limited to 128 bits, and a key that can be
specified to be 128 (AES-128), 192 or 256bits to generate the cipher text. In the AES-128, which is here after referred to as the
AES, the cipher text is generated after10 rounds, where each encryption round (except for the final round) consists of four
transformations. The four transformations in the AES encryption include SubBytes (implemented by16 S-boxes), ShiftRows,
MixColumns, and AddRoundKey. Furthermore, to obtain the original plaintext from the cipher ext, the AES decryption algorithm is
utilized. The decryption transformations are the reverse of the encryption ones [1]. Among the transformations in the AES, only the
S-boxes in the encryption and the inverse S-boxes in the decryption are nonlinear. It is interesting to note that these transformations
occupy much of the total AES encryption/decryption area [1]. Therefore, the fault detection schemes for their hardware
implementations play an important role in making the standard robust to the internal and malicious faults. There exist many schemes
for detecting the faults in the hardware implementation of the AES .Among them, the schemes presented in are independent of the
ways the AES S-box and inverse S-box are implemented in hardware. Moreover, there exist other fault detection schemes that are
suitable for a specific implementation of the S-box and the inverse S-box. The approach in  and the one in which is extended are
based on using memories (ROMs) for the S-box and the inverse S-box. Moreover, a fault tolerant scheme which is resistant to fault
attacks is presented . To protect the combinational logic blocks used in the four transformations of the AES, either the parity-based
scheme proposed in or the duplication approach is implemented. Furthermore, to protect the memories used for storing the expanded
key andt he state matrix, either the Hamming or Reed–Solomon error correcting code is utilized. It is noted that our proposed fault
detection approach is only applied to the composite field S-box and inverse S-box. Whereas, the scheme presented in uses
memories. Using ROMs may not be preferable for high performance AES implementations. Therefore, for applications requiring
high performance, the S-box and the inverse S-box are implemented using logic gates in composite fields . The schemes in are
suitable for the composite field implementation of the S-box and the inverse S-box. The approach in is based on using the parity-
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based fault detection method for a specific S-box using composite field and polynomial basis for covering all the single faults. In the
scheme , the fault detection of the multiplicative inversion of the S-box is considered for two specific composite fields.

The transformation and affine matrices are excluded in this approach. Moreover, in [14], predicted parities have been used for the
multiplicative inversion of a specific S-box using composite field and polynomial basis. Furthermore, the transformation matrices
are also considered. Finally, in the parity-based approach in[15], through exhaustive search among all the fault detection S-boxes
utilizing five predicted parities using normal basis, the most compact one is obtained.
The contributions of this paper are as follows.
• We have presented a low-cost parity-based fault detection scheme for the S-box and the inverse S-box using composite fields. In
the presented approach, for increasing the error coverage, the predicted parities of the five blocks of the S-box and the inverse S-box
are obtained (three predicted parities for the multiplicative inversion and two for the transformation and affine matrices). It is
interesting to note that the cost of our multi-bit parity prediction approach is lower than its counterparts which use single-bit parity.
It a so has higher error coverage than the approaches using single-bit parities.We have implemented both the proposed fault
detection S-box and inverse S-box and other counter parts. Our both ASIC and FPGA implementation results show that compared to
the approaches presented in[13] and [14], the complexities of the proposed fault detection scheme are lower.
• Through exhaustive searches, we obtain the least area and delay overhead fault detection structures for the optimum composite
fields using both polynomial basis and normal basis. While in [15], only the S-box using normal basis has been considered.
• The proposed fault detection scheme is simulated and we show that the error coverages of close to 100% for 16 S-boxes
(respectively inverse S-boxes) can be obtained.
• Finally, we have implemented the fault detection hardware structures of the AES using both 0.18- m CMOS technology and on
Xilinx Virtex-II Pro FPGA. It is shown that the fault detection scheme using the optimum polynomial and normal bases have lower
complexities than those using other composite fields for both with and without fault detection capability.
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II. PRELIMINARIES

In this section, we describe the S-box and the inverse S-box operations and their composite-field realizations. The S-box and the
inverse S-box are nonlinear operations which take 8-bit inputs and generate 8-bit outputs. In the S-box, the irreducible polynomial
of is used to construct the binary field . Let  and be the input and the output of the S-box, respectively, where is a root of , i.e., .
Then, the S-box consists of the multiplicative inversion, followed by an affine transformation
[1]. Moreover, let and be the input and the output of the inverse S-box, respectively. Then, the inverse S-box consists of an inverse
affine transformation followed by the multiplicative inversion. The composite fields can be represented using normal basis or
polynomial basis . The S-box and inverse S-box for the polynomial and normal bases are shown in Figs. 1 and 2, respectively. As
shown in these figures, for the S-box using polynomial basis (respectively normal basis), the transformation matrix (respectively 1)
transforms a field element in the binary field to the corresponding
representation in the composite fields . It is noted that the result of in Fig. 1 (respectively in Fig. 2) is obtained using the irreducible
polynomial of (respectively ).

III. FAULT DETECTION SCHEME

To obtain low-overhead parity prediction, we have divided the S-box and the inverse S-box into five blocks as shown in Figs. 1 and
2. In these figures, the modulo-2 additions, consisting of 4 XOR gates, are shown by two concentric circles with a plus inside.
Furthermore, the multiplications in are shown by rectangles with crosses inside. Let be the output of the block denoted by dots in
Figs. 1 and 2 for the S-box. As seen in Fig. 1 and . Similarly, from Fig. 2, , and . One can replace with and with for the inverse S-
box. In the following, we have exhaustively searched for the least overhead parity predictions of these blocks denoted by in Figs. 1
and 2. A. The S-Box and the Inverse S-Box Using Polynomial Basis The implementation complexities of different blocks of the S-
box and the inverse S-box and those for their predicted parities are dependent on the choice of the coefficients and in the irreducible
polynomials and used for the composite fields. Our goal in the following is to find and for the composite fields and
for the composite fields so that the area complexity of theentire fault detection implementations becomes optimum. According to
[21], 16 the possible combinations for and exist. Moreover, for the composite fields , we have exhaustively searched and have found
the possible choices for making the polynomial irreducible. These parameters determine the complexities of some blocks as
explained next.
Blocks 1 and 5: Based on the possible values of and in ( in ), the transformation matrices in Fig. 1 in blocks 1 and 5 of the S-box
and the inverse S-box can be constructed using the algorithm presented in [21]. Using an exhaustive search, eight base elements in
(or ) to which eight base elements of are mapped, are found to construct the transformation matrix. In [22], the Hamming weights,
i.e., the number of nonzero elements, of the transformation matrices for the case
and different values of in are obtained. It is noted that in [21], instead of considering the Hamming weights,
subexpression sharing is suggested for obtaining the low-complexity implementations for the S-box. Here, we have also considered
these transformation matrices for as well as the transformation matrices for the inverse S-box for different values of and and have
derived their area and delay complexities. Moreover, the gate count and the critical path delay
for blocks 1 and 5 and their predicted parities, i.e., and , of the S-box and the inverse S-box in have been obtained.
Blocks 2 and 4: As shown in Fig. 1, block 2 of the S-box and the inverse S-box consists of a multiplication, an addition, a squaring
and a multiplication by constant in . We present the following lemma for deriving the predicted parity of the multiplication in , using
which the predicted parities of blocks 2 and 4 in Fig. 1 are obtained. Lemma 1: Let and be the inputs of a multiplier in . The
predicted parities of the result of the multiplication of and in for and are as follows, respectively.

IV. ASIC AND FPGA IMPLEMENTATIONS AND COMPARISONS

In this section, we compare the areas and the delays of the presented scheme with those of the previously reported ones in both both
application-specific integrated circuit (ASIC) and fieldprogrammable gate array (FPGA) implementations. We have implemented
the S-boxes using memories and the ones presented in [20] (the hardware optimization of [17]), [18], and [22] which use polynomial
basis representation in composite fields. We have also implemented the fault detection schemes proposed in [2], [8] (both united and
parity-based), and [10] which are based on the ROM-based implementation of the S-box. The results of the implementations for
both original and fault detection scheme (FDS) in terms of delay and area have been tabulated in Tables II and III. As seen in these
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tables, the original structures are not divided into blocks and full optimization of the original entire architecture as a single block is
performed in both ASIC and FPGA. This allows us to find the actual overhead of the presented fault detection scheme as compared
to the original structures which are not divided into five blocks. We have used 0.18- m CMOS technology for the ASIC
implementations. These architectures have been coded in VHDL as the design entry to the Synopsys Design Analyzer. The results
are tabulated in Table II. Moreover, for the FPGA implementations
in Table III, the Xilinx Virtex-II Pro FPGA (xc2vp2-7) [24] is utilized in the Xilinx ISE version 9.1i. Furthermore, the synthesis is
performed using the XST. we have implemented the fault detection scheme presented in [2] and [8] based on using redundant units
for the S-box (united S-box). Furthermore, the fault detection scheme proposed in [10] is implemented. This scheme uses 512 9
memory cells to generate the predicted parity bit and the 8-bit output of the S-box [10]. One can obtain from Tables II and III that
for both of these schemes, the area overhead is more than 100%. As mentioned in the introduction, the approach in [11] utilizes the
scheme in [10] for protecting the combinational logic elements, whose implementation results are also shown in Tables II and III.
Additionally, for certain AES implementations containing storage elements, one can use the error correcting code-based approach
presented in [11] in addition to the proposed scheme in this paper to make a more reliable AES implementation. Moreover, the
parity-based scheme in [8] which only realizes the multiplicative inversion using memories is implemented. As seen in these tables,
we have also implemented the schemes in [13] and [14]. It is noted that the scheme in [13] is for the multiplicative inversion and
does not present the parity predictions for the transformation matrices. Moreover, we have applied the presented fault detection
scheme to the S-boxes in [18] and [22]. As seen in bold faces in Tables II and III, with the error coverage of close to 100%, the
presented low-complexity fault detection S-boxes (presented in Section III) are the most compact ones among the other S-boxes.
The optimum S-box and inverse S-box using normal basis have the least hardware complexity with the fault detection scheme.
Moreover, as seen in the tables, the optimum structures using composite fields and polynomial basis ( and ) have the least post place
and route timing overhead among other schemes. It is noted that using sub-pipelining for the presented fault detection scheme in this
paper, one can reach much more faster hardware implementations of the composite field fault detection structures

V. CONCLUSION

In this paper, we have presented a high performance parity based concurrent fault detection scheme for the AES using the  S-box
and the inverse S-box in composite fields. Using exhaustive searches, we have found the least complexity S-boxes and inverse S-
boxes as well as their fault detection circuits. Our error simulation results show that very high error coverages for the presented
scheme are obtained. Moreover, a number of fault detection schemes from the literature have been implemented on ASIC and FPGA
and compared with the ones presented here. Our implementations show that the optimum S-boxes and the inverse S-boxes using
normal basis are more compact than the ones using polynomial basis. However, the ones using polynomial basis result in the fastest
implementations. We have also implemented the AES encryption using the proposed fault detection scheme. The results of the
ASIC and FPGA mapping show that the costs of the presented scheme are reasonable with acceptable post place and route delays.
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Hexa Decimal Input

Hexa Decimal Input Operation

Encryption Output In Hexa Decimal
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Encryption Output In Binary
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