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Abstract: Wireless sensor networks have diversified application like environmental monitoring, scientific data collection, and 
battlefield surveillance. In the Wireless sensor network, the sensor nodes are deployed in all possible environments. The wireless 
sensor network infrastructure comprises of a network and sensor nodes. Reliability is the prime issue in wireless sensor network. 
Reliability is affected by errors and faults that occurs due to various hardware and software issues. In both the wireless sensor 
networks and the traditional wireless networks occurrence of fault is persistent. If any node fails due to any abnormal condition 
then there will be a barrier in the communication. The failure of the communication in the wireless sensor networks may be 
caused by erroneous of nodes, breakdown in the links. The concept of fault tolerance enables the wireless sensor network to find 
and even out the errors. The self-healing capability in the wireless sensor network makes the nodes in the network more reliable. 
Keywords:  Fault Tolerance, Reliability, Sensor Nodes, Wireless Sensor Networks. 

I. INTRODUCTION 
A Wireless sensor network comprises of sensor nodes, which are having the capability to sense, process and communicate data [1]. 
The applications such as military, industrial process are mainly involved in the enhancement of wireless sensor network. The 
wireless sensor nodes are of low cost so that large scale deployment of the sensor nodes is possible. Availability, Reliability, 
Maintainability are some of the promising characteristics offered by the Wireless sensor networks [2]. As the sensor nodes increases 
in the application the fault tolerance can only make the system work efficiently.  
The sensor nodes are not affected by the faults and failures in the service level of the wireless sensor networks. The wireless sensor 
networks aim at eliminating the MTTR by employing the detection and recovery methodology [3]. Node to node communication is 
possible with the deployment made by the sensor nodes in the wireless sensor networks. The communication service employed by 
one node with the other node is based on multi hop routing. 
Each and every node employs a dedicated task. The sensor nodes, which are having desired hardware capabilities are capable of 
performing the task for other nodes which are not having desired hardware functionalities [4].   
The sensor nodes with efficient hardware functionalities may also fail and fault may occur due to radio interference, battery 
exhaustion. The hardware and software faults may lead to the above mentioned problems and make the system fault [5]. If any 
failure occurs in the sensor node, then the sensor node may not be in a condition to process any data. Sometimes a minor software 
bug may also drive the system to massive failure [6]. 

II. FAILURES IN WIRELESS SENSOR NETWORKS 
Before coping with fault tolerance mechanisms, one must be able to understand the difference between faults, errors, failures. 
Fault is a type of defect which drives to error. An Error is an undefined state which drives to failure. Failure is a state where the 
system cannot implement its functionality [7]. The  fault, error, failure is explained briefly with the help of  the figure. In the Figure 
1 there are two nodes they are node A and node B connected to a sensor.  
Node A’s task is to sense the data and transmit the measured data to the Node B which has an aggregation service running on it. Due 
to some disturbance caused between Node A and sensor.  
The Node B may not receive any data because Node A is in Failure state.  
The fault state occurred between the Node A and the Node B. The error state occurred when the sensor is not capable of pushing the 
data to the Node A.  The Fault detection and Fault recovery are the two significant operations done to overcome in Faulty situations 
[8]. example of a web page in [7]. 
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Fig, 1  Fault occurred due to lose connection between Node A and sensor. 

III. SOURCES OF FAULTS IN WIRELESS SENSOR NETWORK APPLICATIONS 
A. Node Faults 
Single node and multi node faults are the two common types of faults that occur in the wireless sensor network. Single node fault 
corresponds that only one node is failed at a time. Multinode fault represents that multiple  nodes are failed concurrently at a time. 
The malfunctions in the nodes are produced due to the hardware and software components. The nodes that are deployed in the 
external environment may lead to many issues because of  enclosure impacts, environment conditions, short circuits [10]. In the 
packaging of the sensor node, if proper packaging is not done, then the components of the sensor nodes would become loose. Due to 
insufficient battery also the sensor node may fail to complete the task. The data acquisition application will not provide accurate 
results if the  underlying components are not functioning properly [11]. Software bugs are also a prime cause for the faults in 
wireless sensor networks. To extend the lifetime of the network the nodes are transforming into cluster heads. The cluster heads take 
the lead in routing the data to the base station and maintaining proper coordination in the nodes within the cluster [12]. If the cluster 
head faces the failure state, then no information is transferred to the base station. In a tree like structure the nodes may be arranged 
at several levels. The base station performs the job of accumulating the information from the sensor nodes and does more processing 
on it and sends back the information to the sensor nodes.  There are two approaches employed by the multi-tree aggregation one 
approach is rebuilding and another approach is local fixing. Rebuilding facilitates the topology to construct once again whenever 
any failure occurs. In the  local fixing it performs the aggregate operation and uniquely identify the sensor nodes based on its 
address. The software bugs may also lead to processing incorrect information. If one node processes incorrect information in a 
cluster, then all the remaining nodes will aggregate the data and may subject to failure [13]. 

B. Network Faults 
In a wireless sensor networks the fundamental role is routing of data. In a group of sensor nodes, a relay node is placed in between 
two sensor nodes. The information from a total of nine nodes is accumulated in the relay node. In a network if any new node is 
joined then a new unique address will be assigned to that node. In a network handling faults in single node are easier than handling 
faults in multiple nodes. For collecting data from the sensors it is essential to configure the software and also make coordination 
between the nodes [14]. The tracking of objects can be done by implementing specific routing protocols. Occurrence of faults in the 
routing layer can lead to delay in the messages, forwarding incorrect messages. The relay node maintains a routing table of all the 
available sensor nodes in its locality. In wireless sensor networks the links between one node and another node is highly volatile 
[15]. If the links between the nodes are not stable then routing paths may be changed. If one node is remote from the other nodes, 
then that node is in unreachable state and further communication with the nodes is not possible. The Radio interference, collision of 
messages, Software bug,  link range coverage are some of the causes of faults in wireless sensor networks [16]. The network layer in 
the communication stack coordinates nodes. The network management monitors both the wired or wireless network. Enhancing the 
network to work efficiently, HSPREAD is the approach which will detect and reach the sensor node from the main base station. 

C. Sink Faults 
The sink main role is to collect the data from the devices and convey the data to the back end system. The sensor nodes are located 
near the sink node then more traffic issue arises. The sink node provide the network administrator with the necessary information so 
as the fault diagnosis can be done. If the fault tolerance scheme is not applied in the sink devices, then the data cannot be accessed 
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from the nodes if any fault occurs. If all the packets are routed into the sink node, then the issues like communication overheads and 
network latency occurs in the sink node.  The sensor nodes that are far from the  sink will consume more energy while processing 
information. The nodes which are malfunctioned their information must not be sent to the sink. With the employment of batteries 
and solar cells the sink devices can deployed in all the remote areas [17]. The sink deployed areas are monitored with the help of 
satellite connections. The satellite connections may also lost if there is any climate change in the environment. 

IV. FAILURE CLASSIFICATION 
The faults are transforming to failures in a wireless sensor network due to the following reasons as a node moving to remote area, 
link failure, power failure, malfunctioning [18]. The failure in the wireless sensor networks is classified into the crash, omission, 
timing, value, arbitrary.The failure by omission is determined by the radio interference which may lead to message loss. A crash 
failure occurs when the node stops responding to any request. In Timing scenarios, the failures may occur due to delay in the 
messages or early deliver of messages. Timing failure occurs whenever timing constraints are specified. If an incorrect value is sent 
by the device in a timely manner due to lack of accuracy, then the service is said to be failed. The incorrect data that is generated is 
caused by software malfunctioning, corrupt messages, hardware issues. The arbitrary failure is caused by malicious service that is 
integrated with the applications [19]. 

V. FAULT DETECTION TECHNIQUES 
The need for fault detection techniques is to provide better functionality by overcoming the errors. Self-Diagnosis, Group Detection, 
Hierarchical Detection are some of the approaches for detecting Faults. The self-diagnosis is one of the approach for detecting faults 
by the nodes. The self-diagnosis of nodes based on the measurement of accelerometer it can be determined that some sort of 
hardware complications have been occurred. Whenever nodes are being moved to a new location, then also they are capable of 
detecting faults [20]. Based on the battery current, voltage measurements it can be predicted that the sensor node exhibits a fault due 
to battery exhaustion. The link connection between nodes must be reliable, if the connection is unreliable the nodes have the 
capability to detect the fault by Self –Diagnosis mechanism. The Group detection is another approach mainly based on the 
comparison between the generated value and the reference value. Some algorithms like are also used for the detection of faults. The 
boundary scheme represents that all the sensor nodes, which are in the boundary must have values. The misbehavior scheme makes 
the sensor nodes to communicate with each other and detect is made based on the messages received. The Hierarchial detection is a 
tree like structure provides a scalable approach in fault detection [21]. The network topology is a combination of child nodes, parent 
nodes, Sink nodes. The information from the child node  is being transferred to the parent node. The results of the child nodes are 
aggregated in the parent node and for further processing the data has been transferred to the next level. Another hierarchial approach 
is that all in a network topology all the sensor nodes come under cluster node. All the cluster nodes information is grouped together 
and sent to the base station. 

VI. FAULT RECOVERY TECHNIQUES 
Even though faults occur in the system, the fault recovery technique enables the system to operate efficiently as per the 
specifications [22]. In the Wireless sensor networks there are two classifications in the fault recovery mechanisms. The Active and 
passive archetype are two approaches for the fault recovery techniques. In the active archetype, all nodes are involved in the  
processing of information. In the passive archetype, the processing of information is done by only one node. In the passive 
archetype if the node fails, then only the operation is taken by other nodes. 

A. Active archetype in Wireless sensor network 
The same functionality is provided by all the nodes in the active archetype. All the sensor which are dedicated to sense the data, 
perform their operation. The sensor nodes gather the sensed data and transfers the data to the next level that is to the base station. 
Even though one node fails, the other nodes are capable to transfer the information to the base station [23]. Multiple routing is used 
in active archetype. In a number of k nodes, even though if one node fails there will be k-1 nodes available to operate the 
functionality.  The sensor value aggregation seeks to provide data from low-level sensors to the high-level sensors [24]. Identifying 
the malfunction sensor nodes provides an efficient solution by not transferring the failed sensor node data to the base station.  

B. Passive archetype in wireless sensor network 
In the passive archetype, the primary sensor node receives and processes all the requests. So as to maintain a link with the other 
nodes, the primary node data are transferred to the backup station.The fault recovery technique in the passive archetype consists of 
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node selection and service distribution [25]. In the node selection scenario, if the primary node is subjected to failure then new 
service provider will be selected. Based upon the chosen sensor node will take the operations to be done. In the probabilistic rotation 
system the sensor nodes keep changing their role. If the cluster head fails then the responsibilities are taken by another node based 
on the rotation period. In the group election a group of nodes called as a cluster. All the clusters will have a cluster head and these 
cluster heads will act as a gateway. The gateway consists the details of all the clusters and the nodes that are there in the cluster. 
When a gateway fails, then all the details of the failed gateway are handled by other gateways.  

 
Fig. 2 Failure recovery in Passive archetype. 

In the service distribution phase, for activating the service the sensor node serves as service providers. In some cases with little 
changes in the sensor node transform themselves as the service providers. The pre-copy scheme as described in [25] allows the 
sensor nodes to function according to the role assigned to them. Code distribution is another approach where service code is 
distributed through the network. In the [26] a middle ware programming for wireless sensor networks here the programming is done 
in such a way that the sensor node can be mobile and propagate through the network. The code migration makes the sensor nodes 
free of memory as all the nodes need not to have a pre-installed system. This remote execution makes the sensor node devices to 
transfer tasks to higher devices usually called as a base station. 

VII. CONCLUSIONS 
In this paper, a good understanding of faults that occur in wireless sensor networks is given. Our concise report can make the 
readers understand about wireless sensor networks. The paper discusses about the failures in wireless sensor networks, sources of 
faults in wireless sensor networks, Failure classification, different fault detection techniques and fault recovery techniques. This 
paper gives the readers a basic idea on what are the basic applications in wireless sensor networks 
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