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Abstract: The computer vision and pattern recognition community are the most important research area which increases the 
human detection of images mainly because of its applications like driving assistance system, content-based image retrieval and 
video surveillance. Digital image processing mainly deals with changing the nature of the image as required. This paper a video 
scene retrieval algorithm based on the query by example video retrieval (QEVR). The prior work on video analysis based on 
extracting visual features, a special framework is used for video retrieval in two stages using query by example which uses both 
the audio and video. The dynamic video into audio and visuals are separated by query by example. Again the visual is given as 
input to the PL-SVM technique to detect the human from the visuals. The proposed approach delivers good performance in the 
image retrieval.   
Keywords: Human Detection, PL-SVM, QEVR, Image retrieval. 
 

I. INTRODUCTION  
An efficient technique for human detection has a special interest in computer vision because it involves people’s locations and 
movements. For the last few years, the problem of detecting humans in a single image has been received a keen interest. The 
challenging task is variations in illumination, shadows, and pose, as well as frequent inter- and intra-person occlusion render. Two 
main approaches to human detection have been explored longer. The detected parts of the human body are combined according to a 
prior human model which is a generative process consists of the first class of methods. The second class method has a purely 
statistical analysis to join a set of low-level features within a detection window which has the window as containing a human or not. 
The method used in this paper belongs to the latter class. The grids of Histograms in an Oriented Gradient (HOG) descriptors are for 
human detection[1], and obtained  good  results on multiple datasets. The HOG feature looks as a spatial distribution of edge 
orientations. Analysis gives an  information such as the homogeneity of human color, particularly skin color, clothing, typical 
textures of human clothing and background textures complement the HOG features efficiently. When combined, this descriptors 
helps to improve the detection results significantly. 

II. REVIEW OF RELATED WORKS 
In the existing system, the human being is detected from the dynamic visuals. The piecewise linear support vector machine (PL-
SVM) is used for human detection. In this technique, there are two parts[2]. The first part consists of  Block Orientation (BO) 
features extracted on a whole cell; it is discriminative between stroke and region patterns. It can depress noise and local texture. The 
second part consists of Histogram of Oriented Gradients (HOG) features for human detection by some stroke patterns like tree 
branches and railings may be detected as a parts of human bodies. With the first part (BO features) as a complement to the second 
part (HOG features)[3].Thus it can reduce these false detections. Finally, the humans are detected by PL-SVM model. 

III. PROPOSED SYSTEM 
In the proposal, the humans are detected by the dynamic visuals. The detection of human is done by two methods: Query by 
Example Video Retrieval (QEVR) and piecewise linear support vector machine (PL-SVM). The QEVR get the input as a video and 
extract the audio and visuals from the given input. We detect the humans from the visuals of the input, so we take only the visuals. 
The visuals are separated into frames by shot detection in QEVR. Again the visual is given as input to the PL-SVM technique to 
detect the human from the visuals. The same two parts of PL-SVM is work, but both parts are working at the same time to detect the 
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humans very simple and fast. Moreover, when we need to detect multi-posture and multi-view of humans simultaneously in a video 
system[4],thus the performance of a linear SVM often drops significantly. It is observed that human being in continuous view and 
posture variations to form a manifold, which is difficult to be linearly classified from the negatives. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  System Architecture 

A. Training Image 
Human being samples are classified into subsets with a K-means[5] clustering algorithm. All negatives are assigned to each of the 
subsets before training for a manifold embedded space. When subsets are get initially clustered, with smaller differences the  human 
samples are assigned to the same subset, rather than a random one it leads to the better sample division. 
To construct the human manifolds, the local linear embedding (LLE) algorithm is employed. In this LLE algorithm there will be a 
set of human samples in the high-dimensional feature space[6], algorithm starts with finding the nearest neighbours by using the 
Euclidean distance. Then the algorithm is used to represent each original sample which identifies the optimal local convex 
combinations of the nearest neighbours. 
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(b) 

Figure 2: Training convergence of the PL-SVM with HOG features 

B. Sample Division into Subsets 
Here it shows the internal work modules of the functioning system 

 

Figure 3: 1st step method for QEVR 

C. Query Video 

It is a Video you already have. A symbolic description of what you want. 
E.g. Speech of Ted Talks about Technology[7] 

D. Shot Detection 
A scene is defined as a collection of one or more adjoining shots that focus on an object or objects of interest. A shot is an unbroken 
sequence of frames from one camera. Thus, a movie sequence that alternated between views of two people would consist of 
multiple shots. For example[8], a person walking down a hallway into a room would be one scene, even though different camera 
angles might be shown. 
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Figure 4: 2ndstep method for QEVR 

E. Two-Step Retrieval  

The two stages in the video retrieval scheme are: offline database archiving and online video retrieval. The earlier one is in 
archiving stage, which are mainly used to support the shot-based video retrieval [9], thus the video processing is essential segment 
for using shot cut technique and extract audio-visual features. The video retrieval stage are the same as those for the database 
archiving stage for video preprocessing. We use the latter one. First the audio features are mapped into a subspace for rough 
retrieval and after that results are optimized by visual features. 
  A two-step retrieval method is conducted after the feature extraction: the first step is rough retrieval based on audio features, the 
aim is to narrow the scope of target videos by excluding irrelevant videos[10]; the second step is to refine retrieval, which is to 
confirm the final result videos using similarity measure method. Lastly, the system returns the result videos. 
1)  Rough Retrieval Based on Audio Feature:The audio signals were segmented at 30ms/frame with Hamming window, which is 
the basic unit for feature extraction. And then, the audio features are used to construct feature vector for audio frame. The audio 
samples were collected with 44.1 kHz sample rate[11], stereo channels, and 16 bits per sample. Feature analysis is conducted on 
each clip. The aim of rough retrieval is to narrow the scope of objective videos in database utilizing the audio feature vector 
mentioned above. 
2) Refined Retrieval Based on Visual Features: The scope of objective videos is narrowed after rough retrieval. We will address 
how the temporal similarity of two videos can be exactly measured properly. We use key frames to represent a shot in video. Then 
each key frame is represented by using the special visual features. Then, a large number of key frames are extracted from query 
video as the baseline for comparison. Alternative temporal sampling is also possible, while our current comparison is in key frame 
features only[12]. The similarity between the shots in above sub classification and the query video shot can be estimated with the 
Euclidean distance. 
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3)  Visual Features at Key Frame Level: We segment video clips into shots and extract representative frames from each shot. The 
key frames of a shot reflect the characteristics of the video to some extent. Traditional image retrieval techniques can be applied to 
key frames to achieve video retrieval. The advantages of color histogram are that it is invariant for translation and rotation of the 
viewing axis. Texture feature describes the spatial correlation between pixels, compensating for this shortcoming. 
The color basic properties are emphasized and then the color histogram bins are chosen as 180. Here, we adopted eight indicators 
extracted from GLCM[13], namely, the mean and standard deviation of energy, entropy, and contrast and inverse difference 
moment. 
Textural uniformity of an image is measured in terms of energy level[14]. Energy reaches its highest value when gray level 
distribution has either a constant or a periodic form. Entropy measures the disorder of an image and it achieves its largest value 
when all elements are in GLCM. 

F. BO and HOG Feature Extraction  
The first order gradient are related to edge information.To obtain them, we need to compute the first order gradient at each pixel, 
aggregate the gradients to the corresponding cell, make a histogram on each cell, normalize the histogram along four directions, and 
finally concatenate all the normalized histograms to get the feature vector. It has two improvements from the original HOG: 1. The 
cell feature normalized along four directions are summed together, instead of concatenation, which reduces the dimensionality of 
feature vector to one-fourth; 2. A 4-dimensional texture feature vector is added for each cell. Similarly in BO too all cells in the 
image are divided into up down and left right sub shells[15]. We extract the features for all INRIA images which contains positive 
images with human object and negative images without human, and save those features in our database which will be used during 
SVM classification.  

G. Two Stage PL-SVM classifications  
In each section, the Block Orientation features are extracted and tested with the PL-SVM in the earlier stage. Then the window is 
classified as a human, and the HOG features[16] will be extracted and tested with the PL-SVM of the next stage to finally decide 
whether it is a human being  or not. 

H.  Integration of Positives  
Three datasets are used for integration of positives. The first case is the SDL set of data with 7550 human samples and 5769 
negatives[17][18]. The window size on image is chosen randomly which slides over whole image. It may happen that for chosen 
window size no human object is classified in any window because of size uncertainty of object, so keeping window size same, 
image size is reduced and this process continues till complete human object or highest classification accuracy is not achieved. We 
have tested our proposed features set on many INRIA images and compared the F-measure value with HoG+BO and 
HoG+HoC+HoB features set. A significant improvement from previous work is achieved. The comparative table of F measure of 
four test images considered in this paper. 

 

Figure 5: Detection examples from the SDL and INRIA datasets obtained by the PL-SVM 
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IV. HUMAN DETECTION  
The proposed QEVR in PL-SVM is incorporated with two kinds of features for human detect. The detection performance is 
improved  by cascade detector. 

A. Feature Representation  
First calculate the gradient orientations of the pixels in the cells to extract HOG features. By using gradient orientations as a 
features, we calculate a 9-dimensional histogram of each cell[19]. A 36-dimensional feature vector, can be normalized by dividing 
each feature bin with the vector module for each block. Every sample corresponding to a 3780-dimensional (BO), derived as a 
complement to the HOG features for human being visual detection. The total no of 420 cells are first divided into left-right and up-
down sub-cells and then the horizontal and vertical gradients of the cell are calculated  by 
 
 

 

 

 

where Ic(X) is one of the R, G and B color values at pixel X. The BO features are the normalizations of Bh and Bv: 

ܤ ℎܱ = ℎܤ  ඥݒܤଶ + ℎଶܤ + ⁄ߝ   

ܤ ௩ܱ = ݒܤ  ඥݒܤଶ + ℎଶܤ + ⁄ߝ   

where ε is a constant to reduce noise effect. Its value is set as 10.0 × (the size of a cell), empirically. It is discriminative between 
stroke and region patterns and can depress local texture and  noise thus BO features are extracted on a whole cell [20]. The HOG 
features are indistinctive so that it can be seen that for the stroke and region patterns (with noise), while the BO features can 
distinguish one from the other. In some stroke patterns such as tree branches and railings maybe detected as parts of human bodies 
the HOG features are used for human detection. We can reduce these false detections with the BO features as a complement to the 
HOG features. 

B.  Cascade Detector with QEVR in PL-SVMs  
We train two QEVR in PL-SVM models, one with the BO features and the other with the HOG features with a given set of training 
samples[21]. In the preprocessing we apply a histogram equalization and median filtering of radius equal to 3 pixels on the test 
image first for the detecting procedure. The resulting image pyramid, is repeatedly reduced in size by a factor of 1.1. From each 
layer of the pyramid, the sliding windows are extracted[22]. In each window, the BO features are extracted and tested with the PL-
SVM in the earlier stage. Finally decide whether it is a human or not the HOG features will be extracted and tested with the QEVR 
in PL-SVM of the later stage so that the window is classified as a human. In the first stage, If the window is classified as non-human 
so the second stage will not be used. Most of the windows are rejected at the first stage because it leads to high detection efficiency. 
We can use a small threshold for the QEVR in PLSVM in the first stage,so most of the positives pass through the second stage. By 
Adjusting the threshold value in the second stage it can balance the detections of false positives and false negatives. 

V. EXPERIMENTS 
The human detection which is proposed in PL-SVM is to be compared with the linear SVM and three state-of-the-art SVMs, kernel 
SVM[23], profile SVM and latent SVM. The algorithm I is designed for linear classification of a large amount of data where the 
local linear SVMs is in the iterative. Integral image methods on color and gradient images has to improve the efficiency are 
calculated by using BO and HOG features. Three datasets are used in the experiments. The SDL dataset with 7550 human samples 
and 5769 negatives, which are publicly available in the first one. Totally there are 258 images for testing. The second one which 
consists of TUD-Brussels dataset, with 1167 training positives, 6759 negatives, and 508 test video frames. The number of training 

ℎܤ = max
௖ఢ{ோ,ீ,஻}

ቐቮ ෍ −(ܺ) ஼ܫ  ෍ ௖ܫ (ݔ) 
௑ ∈ ௥௜௚௛௧ ௦௨௕௖௘௟௟௑ ఢ ௟௘௙௧ ௦௨௕௖௘௟௟

ቮቑ
 

ݒܤ = max
௖ఢ{ோ,ீ,஻}

ቐቮ ෍ −(ܺ) ஼ܫ  ෍ (ݔ) ௖ܫ
௑ ∈ ௗ௢௪௡ ௦௨௕௖௘௟௟௑ ఢ ௨௣ ௦௨௕௖௘௟௟

ቮቑ
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positives is doubled by flipping the images horizontally in the experiment. The third one is the INRIA dataset, which is used for 
human detection evaluation in recent times. It has a training set which includes 2478 positives and 12180 negatives boosted from 
1218 person-free photos with 288 test images. The INRIA and SDL datasets consists of human samples for multi-views and multi-
postures. The multiple views and postures captured from a practical driving platform has TUD-Brussels with human samples. This 
large amount of samples are able to construct different manifolds which covers all views and postures with datasets. 

A. Parameter Setting of QEVR in PL-SVM 
We design a ten-fold cross validation, to determine the piecewise number K of a QEVR in PL-SVM. The K with the highest 
accuracy is selected for testing Cross validation accuracies with different piecewise numbers. The SDL dataset should be six, and 
TUD-Brussels and INRIA datasets[24] are both four with respective to piecewise number. The training convergence of the PL-SVM 
is also validated by our technique. There are large ratios of samples being reassigned in the first iteration. After about ten iterations, 
showing the convergence of the training procedure, the ratios are close to zero. Showing that in the PL-SVM training, the division 
of the samples is significant, we can see that the samples in each subset have similar appearances[25].These subsets used for both 
the training and detection performances, can be improved in PL-SVM models. 

B. Comparison of QEVR in PL-SVM With Other SVMs 
To compare three SVM methods with the proposed QEVR in PL-SVM, we design another ten-fold cross validation experiment to 
assess the QEVR in PL-SVM classification method. The proposed PL-SVM outperforms the linear, kernel and profile SVMs can be 
seen in all the datasets. On an average of 1.5% higher than the PL-SVM method, which builds a histogram intersection kernel and 
reports good human classification performance and the accuracies of the QEVR in PL-SVM are 99.19%, 99.51% and 99.03% on the 
three datasets[26], are taken respectively. As the 1.0–2.0% accuracy improvement is significant because it is more and more 
difficult to improve the cross validation accuracy when it is close to 100%. The higher performances are observed in most cases 
where both HOG features and BO features are used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Determination of the piecewise number K by cross validation 

The PL-SVM has the best accuracies most of the times. This PL-SVM verifies that the BO-HOG features are more effective than 
HOG features which is alone for human detection[27]. Given that M dimensional features, as it needs only one inner product 
operation between the test feature vector and the normal vector, the time complexity of a linear SVM classification is O(M). As it 
needs S inner product operations between the test feature vector and the support vectors, The time complexity of a kernel SVM 
classification is O(SM), where S is the number of support vectors. By testing the test feature vector with K linear SVMs, the time 
complexity of the PL-SVM is O(KM).The time complexity of the QEVR in PL-SVM is much lower than that of the PL-SVM where 
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K << S[28]. When performing human detection, the first PLSVM uses the BO features, which have a much lower dimensionality 
than the HOG features.  
In our proposed method, the training and detection efficiency is tested and compared with other four SVM methods. When 
compared with other techniques, the linear SVM, QEVR in PL-SVM is more efficient in both training and testing than the others. In 
training, the QEVR in PL-SVM is about three times as fast as Intersection Kernel SVM and latent SVM. On an average on a PC 
with an Intel CORE i5 CPU (fastest among all) it runs at a speed about 2 images per second while performing detection. The usage 
of BO features in the cascade detection boosts the detection speed from 0.33 images per second to 2 images per second which can 
be seen from the last column. It has an speed which is about four times as fast as the state-of-the-art latent SVM when compared to 
other methods. 

Table I.  Cross Validation Accuracy Of Four Svm Methods 
 
 

Classification 
Methods 

Cross Validation 
Accuracy on 
INRIA, SDL, 

and TUD 
Datasets 

 
 

Average Cross 
Validation 
Accuracy 

 
Kernel SVM [20] 

97.21% 
98.25% 
97.10% 

 
97.52% 

 
Profile SVM [27] 

97.62% 
98.51% 
97.36% 

 
97.83% 

 
PL-SVM [1] 

98.79% 
99.13% 
98.53% 

 
98.82% 

 
QEVR in PL-

SVM 

99.19% 
99.51% 
99.03% 

 
99.30% 

C. Human Detection Performance  
The first detection stage has a 97.1% recall rate with a 15.7 false positives per image (FPPI) when it is 0.1 value. Both the recall rate 
and FPPI are reduced, when it is set to 0.2 value. We evaluate the PL-SVM method with recall rate vs. false positives per image 
(FPPI) on SDL and INRIA datasets. We can balance the detections of false positives and false negatives by adjusting the threshold 
in the second stage. While Compared with the linear SVM, kernel SVM, profile SVM and latent SVM are also reported in the 
experiment. It outperforms the linear, kernel and profile SVMs and is comparable to the latent SVM[29], that can be seen from our 
QEVR in PL-SVM (K = 4 for INRIA and K = 6 for SDL) with HOG features. The TUD-Brussels dataset (K = 4) is compared with 
the other SVMs. The PL-SVM obtains the best result overall. It also exceeds the latent SVM about 6%, showing significant 
performance improvement, when the FPPI is close to 0.1, the recall rate of our method exceeds the kernel SVM about 10%. The 
humans are detected simply and it should be mentioned that the image scenes of this dataset are most simple, and the human regions 
are of high resolutions. The local details of the objects are not lost and therefore the deformable model can work well which has an 
advantage for the reason that in such high resolution context, on this dataset even the state-of-the-art method. To capture human 
objects of multi-views and multi-postures our method depends on pre-learned piecewise linear models. It is not affected by high 
resolution so it does not need a local deformation operation. 
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Figure 7: Humans Detected from the surveillances cameras 

Indicating that BO-HOG features are more effective than HOG features only for human detection, where both BO and HOG features 
are used, even higher performance is obtained. when FPPI is lower than 0.1, the overall QEVR in PL-SVM works better than latent 
SVM on the TUD Brussels dataset and the SDL dataset. When images contain low-resolution human regions in clutter backgrounds, 
with low false detection rate which shows an advantage of PL-SVM. Since most of the human objects in this dataset are of high 
resolution and QEVR in PL-SVM has higher performance than PL-SVM on the INRIA dataset which provides what latent SVM 
exactly in its part-based detection strategy. The human regions is often low, where humans are usually far from the camera in many 
practical applications, such as visual surveillance or driving assistant systems. 
Most of the humans are correctly located with few false positives which are detection examples. The human objects has more 
number of multi-views with posture variations. The proposed QEVR in PL-SVM can correctly capture object patterns of large 
variations simultaneously with the strategy of piecewise linear SVM models combined and almost all of them are correctly located. 
It is found that when half of an object is occluded, especially when the head-shoulder part is occluded, the object may be missed in 
our experiments. 
The missing positive to the similar colors between the human and the background. The object which contain animal legs, statues, 
and clothes in a shop window and there will be some false positives. The humans can be falsely detected with objects of very similar 
contours. The images are captured from a moving platform with dynamic backgrounds, and we show some detection examples from 
the TUD-Brussels dataset[30]. In video based applications, such as intelligent surveillance systems and driving warning systems, 
with high resolution and under clutter backgrounds are correctly detected in the video images with few missing/false positives of 
different human views. 

VI. CONCLUSION 
The PL-SVM has the ability to do non-linear classification the PL-SVM consists of multiple linear SVMs. In each linear SVM of 
the PL-SVM is responsible for one cluster of humans in a specific view or posture, the application of the PL-SVM is used for 
human detection. The other information such as motion or context information for videos where not only static visual cues for 
human detection. 
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