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Abstract: Task distribution and server management are the key requirements for proper operation of any serving system. The 
proper distribution of task over a number of VMs, configuring the VM depending upon the requirements and maintaining the 
states of VM in a cloud environment can greatly improve the QoS and power requirements of the cloud. This paper presents a 
fuzzy logic based system for above mentioned task, where a number of fuzzy decision making systems are used in combination to 
select the best VM or creates the new VM for the given task on the basis of current operating conditions (like load, available 
resources, task requirements etc.), and to maintain the states (dissolve, sleep, keep alive) of VM to save the power and reclaim the 
resources. Besides the providing better QoS and power saving, the proposed technique also reduces the active physical resources 
requirements. The effectiveness of the proposed technique it is validated by comparing it against standard algorithms and the 
simulation results verify that the technique outperforms standard techniques in terms of QoS, resource management, and power 
savings 
Keywords:  Cloud Computing, Cloud VM Management, Fuzzy Logic Controller  

I. INTRODUCTION 
The Internet services or applications implemented in cloud, runs over the Virtual Machines (VMs) formed inside the cloud system. 
The VMs are formed by virtually (through software configurations instead of direct physical connections) allocating and 
configuring the physical infrastructure is managed by a virtualization platform. The cloud service provider has to maintain the 
minimum level Quality-of-Service (QoS), which also known as Service Level Objective (SLO).One possible approach for achieving 
the SLO is to increase the infrastructure, but this require huge investment and will also increase the maintenance and running cost of 
the cloud. This increase in cost may not be acceptable particularly in the present competitive business environment. Hence the only 
way to achieve the SLO without additional investment is to efficiently utilize the available resources. 
In order to efficiently utilize the available resources the cloud manager requires adaptive management of VM configuration, VM 
status and task distribution, depending upon the current workload demands, power saving policies, task queue length etc. In this 
paper, A Fuzzy logic based system which can manage the balance among above stated things by dynamically configuring them. The 
organization of rest of the paper is as follows. The Section II provides a brief literature review. The Section III gives an overview of 
fuzzy logic controller. The Section IV explains the system architecture with simulation configurations, The Section Vex plains the 
proposed system. The simulation results are presented in Section VI and finally, the Section VII, presents the conclusion and 
discusses the possibilities of future works 

 
II. LITERATURE REVIEW 

In a cloud environment the task distribution is a process used to assigns the execution of tasks on distributed resources [6]. The most 
common way of doing that is using the optimization techniques which finds the optimal task to VM pair for given objective function 
and constrains. A number of techniques with different optimization techniques, objective functions and constrains have been 
proposed in [3, 4, 5, 8, 15, 16, and 17].  However all the techniques having optimization algorithm in common a number of 
difference in their utilization can be seen. For instance in [3] the Honey-Bee behaviour (HBB) based optimization technique is used 
to achieve balancing of tasks over available VMs, the proposed algorithm manages the task execution priorities. The [5] and [15] 
both uses the particle swarm optimization (PSO), although the [5] adopted for deadline constrained task scheduling using self-
adaptive learning, while [15] constrained task execution time and data transfer cost. In [8] a multi-objective genetic algorithm used. 
The multi-objective optimization provides extra facilities to achieve more than one objective simultaneously, hence it is able to 
achieve four different objectives, namely minimizing task transfer time, task execution cost, power consumption, and task queue 
length. In [16]the ant colony optimization is used to balance the entire system load at minimum make span of a given tasks set. The 
improved differential evolution algorithm (IDEA) for the purpose in presented in [17], which combines the Taguchi method and a 
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differential evolution algorithm(DEA).Their multi-objective optimization approach uses the processing and receiving cost as the 
first objective and receiving, processing, and waiting time as second objective. Another approach for the task scheduling is using the 
fuzzy logic. The fuzzy logic is a method for solving complex decision making problem where the variables show some degree of 
overlapping. The fuzzy logic system has been successfully implemented for many control and decision making systems some of its 
application can be seen on washing machines, refrigerators and other household goods. In [12] the fuzzy logic is used for prediction 
of the virtual machine to assign the upcoming job, considering that the requirements of memory, bandwidth and disk space are 
imprecise. In [9] the task scheduling model for virtual data centers with uncertain workload and uncertain nodes availability is 
presented. The presented solution deals the problem as a two-objective optimization as a trade-off between availability and the 
average response time of VDC (virtual data center). Since the optimization requires the availability of VDC and workload values in 
advance the type-I and type-II fuzzy based predictor for VDC availability and Load-Balance is proposed. The hybrid job scheduling 
algorithm which involves genetic algorithm and fuzzy logic is presented in [1, 14]. The fuzzy logic is used here to reduce the 
number of iterations required by genetic algorithm to converse. 
 

III. FUZZY LOGIC SYSTEM 
Fuzzy logic is an approach where a variable simultaneously belongs to more than one class with certain degree and the degree of 
membership is defined by membership function. The fuzzy logic approximate decision making using natural language terms. It is 
especially useful in modeling of systems where information cannot be defined precisely, but some broad definitions can be formed. 
Because of its simplicity and effectiveness, Fuzzy-logic technology has gained many applications in scientific and industrial 
applications. 

 
Figure 1: Typical architecture of Fuzzy Logic Controller (FLC) system. 

 
A typical architecture of FLC is shown in fig. 1, which comprises of four principal comprises: a Fuzzifier, a Fuzzy rule base, 
inference engine, and a de-Fuzzifier. Fuzzification: The Fuzzification is the process of converting crisp values in terms of degree of 
membership with different classes. The degree of membership is calculating using membership functions. The Fuzzification enables 
variable association with linguistic term. 

 
Figure 2: showing Fuzzification process with triangular membership function 

The fig. 2, shows the mapping the crisp value of temperature with L, M and H categories, the figure shows that for 0.3 task priority 
(black dashed line) it has the membership of 0.4 (red dashed line), 0.6 (blue dashed line) and 0 for categories L, M and H 
respectively. In fig. 2 the membership function is of triangular however it can be, trapezoidal, Gaussian, bell-shaped, sigmoidal etc. 
The exact type depends on the actual application.  
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Fuzzy Rule Base: this contains the rule which relates the fuzzy inputs and outputs in linguistic terms. It contains a sequence of the 
form IF-THEN. For example in a heating system it can be defined as 
IF temperature is L THEN set heater power to H 
IF temperature is M THEN set heater power to M 
IF temperature is H THEN set heater power to L 
Defining these rules are requires expertise in related field of application.  
Inference Engine: It executes all the fuzzy rules available in the fuzzy rule base for the available inputs. This produces a number of 
fuzzy outputs one for each rule.   

 
Figure 3: The proposed system architecture showing the different functional blocks and their interconnections. 

De-Fuzzification: The output from inference engine is still fuzzy which must be converted into crisp value before it can be used with 
any non-fuzzy system. This conversion of fuzzy outputs to crisp value is done by De-Fuzzification. The De-Fuzzification can be 
performed by many ways such as using Centroid, Max-Membership, Weighted Average and Mean-Max Membership etc. 

IV. PROPOSED ALGORITHM 
A. System Architecture 
The architecture of the proposed system is presented in fig.3 the system contains four fuzzy logic decision making blocks, two VM 
controlling blocks and five information extraction blocks. The working details of each block is as follows: 

1) Information extraction blocks: these blocks are used to extract useful information from task queue and VMs. 
2) Task Length: the length of current task in MIPS 
3) Task Priority: Execution priority of current task 
4) VM Access Rate: how many times the particular VM has accessed during predefined time interval 
5) VM Resources: the resources used by VM 
6) VM Load: current load on VM 
7) Fuzzy Logic Decision Making Blocks: these blocks are used to make specific decisions based on provided inputs using fuzzy 

logic 
8) Fuzzy Task Score Estimator: this block estimates the task requirements on the basis of task length and priority 
9) Fuzzy  
10) VM Score Estimator: this block estimates the VM capability to handle tasks on the basic of VM configuration and loadFuzzy 

VM Relative Score Estimator: this block estimates fitness between VM capability and task requirements. 
VM Status Score Estimator: this block is used to decide the operational status of VM on the basis of resource utilized by VM and 
access rate of VM. 
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VM Task Selector: this block is used to select the best VM for the current task, it takes the input from Fuzzy Relative Score 
Estimator for all the VMs and selects the VM having the highest relative score. 
VM status Controller: it maintains the states of all VM on the basis of VM status score ( ). This blocks uses two different 
thresholds  and  where which are compared against VM status score to decide the VM status 
as follows: 

 

 

Fuzzy Membership Function Selection: the selection of member function in most difficult and important task for any fuzzy 
system. Because these membership function defines the fuzziness and the way variable changes their memberships to different 
classes, the improper selection of these function can drastically degrade the performance of fuzzy system. In the proposed work 
the triangular membership-ship function (as shown in fig. 4(a)) is used for the variables  Task Length, VM Load and VM 
resources, the triangular membership function is selected for these variable because these parameters are consider to have the 
linear transition in degree of membership from one to another class. The two sided Gaussian membership function (as shown in 
fig. 4(b)) is used for the Access Rate, because we want to increase its importance much quickly then linear rate. The two sided 
Gaussian membership function is designed as its transition from present class to higher class is much faster and it also leaves it 
present class much sharply. The Gaussian membership function (as shown in fig. 4(c)) is used for variable Task Priority, as the 
priority is considered to have a continuous symmetric transition.  

A. 
 

B. 
 

C. 
 

D. (a) E. (b) F. (c) 

Figure 4: the membership functions used with fuzzy estimators, (a) triangular, (b) two sided Gaussian, (c) Gaussian. 
 
B. Model Terminology 
Before going to description this section explains the terminology used in the algorithm. 

Task Length  = the length of the  task. 

Execution Capacity of VM  = rate of task execution for  VM. 

Current Load on VM  = the remaining task length of currently executing task on  VM. 

Access Rate of VM  = number of different tasks assigned to  VM per unit time. 

Task Waiting Time  = describes the time only after that the  VM can start execution of the requested task. It can also be 
described as the time required to finish the currently executing tasks on the  VM. 
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Task Execution Time  = the time required by the  VM to execute the  task. 

 

Total Task Completion Time  = it is the sum of Task Waiting Time and Task Execution Time. 

 

Task Priority  = is the inverse of required maximum Total Task Completion Time for the  task. 

Fuzzy Task Score Estimator = . 

Fuzzy Task Score  = task score of  task calculated by Fuzzy Task Score Estimator  

Fuzzy VM Score Estimator= . 

Fuzzy VM Score  = VM score of  VM calculated by Fuzzy VM Score Estimator  

Fuzzy VM Relative Score Estimator= . 

Fuzzy VM Relative Score  = relative VM score of  VM for  task calculated by Fuzzy VM Relative Score 
Estimator  

Fuzzy VM Status Score Estimator= . 

Fuzzy VM Status Score  = VM status score of  VM calculated by Fuzzy VM Status Score Estimator  

C. Proposed Algorithm  
Let the task length and priority of newly arrived task be  and  respectively. 
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Table 1: The Fuzzy Rules and Surf plots for all fuzzy controllers. 
 

D. Proposed Algorithm Explanations 
As shown in fig. 4 the cloud manager waits for the arrival of the new task and as soon as it receives the new task from the task 
queue it extracts the task related parameters like task length and task priority. Once it founds these values it checks all the VMs for 
condition (as shown in algorithm), if it did not find any VM then it move to create a new VM according to the task 
requirements (as shown in algorithm sub-routine Assign Task). Otherwise if it find then calculate the relative VM score for all such 
VMs using fuzzy rules defined in table 1(c). to estimate VM relative score it send task length and priority values to fuzzy task score 
estimator (as shown in fig. 3). This fuzzy estimator calculates the score according to the values and the rules defined in table 1(a). 
The fuzzy task score works as one input for the fuzzy relative score estimator for the second input the cloud manager scans all the 
running VMs for their execution capacity and current load. The above two values in then applied to fuzzy VM score 

 
Figure 5: Flow chart of the proposed algorithm. 

Estimator block which estimates the VM score according to the rules defined in table 1(b). The VM score works as second input for 
the VM relative score estimator. The procedure is repeated for all the running VMs and the relative scores are stored. Now the VM 
with highest relative score is selected for assignment of input task. 
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 To manage the status of VMs the cloud manager scans each VM for their execution capacity and accessing rate then these values 
are used to estimate their status score by applying fuzzy rules defined in table 1(d). The calculated status score is compared against 

 and if it finds VM score greater then it dissolves the VM and reclaim its resources. Otherwise it check the score against 
 to check if it can be set into sleep state or should keep running 

V. SIMULATION RESULTS 

A. Numerical Model Considerations for Cloud System 
Following consideration are taken into account when the numerical models is developed.  

1) It is assumed that the load balancer knows the configuration (like processing capacity, memory etc.) of each virtual machine 
(VM) in the cloud. 

2) The load balancer can get the operational state of each VM with zero time delay. 
3) The load balancer takes no time in selecting and assigning the tasks to VM’s. 
4) The load balancer selects the VM for the input tasks on the basis of selected algorithm. 
5) Each VM has zero booting time hence start executing assigned task immediately.  
6) The incoming tasks size is considered in MI (million instructions) units. 
7) The VM’s capacities are also considered in MIPS (million instructions per second) units. 

The evaluation of the proposed algorithm is performed using OCTAVE/ MATLAB numerical computing software. During the 
simulation the tasks arrive as a Poisson process at a rate of λ. The random length tasks within the provided minimum and maximum 
task length limits are generated using a uniform discrete distribution. The similar way is used for the generation of task priorities 
and defining the VM execution capacities.  

B. Definition of Evaluation Terms 
The following measures are used to evaluate the performance of the algorithm.  

1) SLA Failure: is defined as failure of the cloud in serving the task within given time bound (inverse of priority).  

2) SLA Failure Task Length: defines the length of the SLAFailuretask. 

3) VM Reboots: is the booting of VMs from sleep mode, this operation is required when the already running VMs cannot serve the 
current task. 

4) VM Reforms: is the formation of new VM form the available unused resources when the current task cannot be handled by the 
already formed (running or sleeping) VMs. 

5) Resource Utilization Efficiency: is presents that how efficiently the cloud resources are utilized to serve the tasks, and it is 
calculated as follows: 

 

Where : is the load in cloud at time . 

: is the number of VMs active and running at time . 

: Execution capacity of the  VM. 

: is the total simulation time (discrete events of task arrival). 

C. Simulation Environment Configurations 
To simulate the algorithm properly some important parameters are required to configure these parameters and their values are listed 
in table 2.  
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Table 2: The simulation parameters and their values. 

G. Configuration Parameter H. Parameter Value 
I. Total Execution Capacity 

Available J. 100 MIPS 

K. Minimum Task Length L. 100 MI 
M. Minimum Task Execution 

Time N. 1 Seconds 

O. Maximum Task Execution 
Time P. 10 Seconds 

Q. Threshold Sleep R. 0.5 

S. Threshold Dissolve T. 0.7 

U. Total Simulation Time V. 100 Seconds 

D. Simulation Outcomes 
The outcomes of the simulation is presented in graphical forms. The outcomes of the proposed algorithm is also compared with the 
two standard task scheduling algorithm names Round Robin and Random Selection 
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Figure 6: Plot for number of tasks failed to receive the requested SLA by cloud due shortage of resources with respect to simulation 
time.  
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Figure 7: Plot for total length of the tasks which failed to receive the requested SLA by cloud due shortage of resources with respect 

to simulation time. 
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Figure 8: Plot for number of time the VM is rebooted from the sleep mode for assignment of task with respect to simulation time. 
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Figure 9: Plot for number of time the VM is reformed from the available resources for assignment of task with respect to simulation 

time. 
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Figure 10: Plot showing the variation of the cloud resource utilization efficiency with respect to maximum task length. 
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VI. CONCLUSION 
In this paper, we presented the fuzzy logic based VM Status and task assignment scheme for Cloud systems. The simulation results 
shows that the proposed algorithm reduces the number of tasks, cloud failed to deliver the guaranteed SLA by a factor of 2.5 (fig. 6), 
also the total tasks length failed to get the guaranteed SLA is reduced by a factor of 8.0 (fig. 7) which is very much higher than the 
2.5. The huge difference in these factors shows that the algorithm is able to manage the cloud in such a way that it can minimize the 
loss due to SLA disagreements.  
The proposed algorithm manages the number of reboots of VMs which causes delay in the response by a factor of 5.0 (fig. 8) and 
the number of VM reforms is reduced by the factor of 3.0 (fig. 9). The number of reboots shows the intelligent management of the 
VMs states so that the most common VM configuration is kept running. While reduction in number of VM reforms shows that the 
VMs are configured in such a way that most of the time the cloud can get the active VMs for the tasks SLA requirement it also 
reduce the response time. 
At last the efficiency of the algorithms are compared which shows that the proposed algorithm maintains a relative margin of 50% 
(fig. 10) over others,this margin further increases with the increase in load, this achievement reflects that the proposed algorithm 
manages the resources of the cloud much efficiently. The overall analysis of these results depicts that the proposed algorithm has the 
capability of efficiently utilizing the resources in such a way that (1) it can mostly fulfill the task SLA requirements, (2) it reduces 
the cloud response time and (3) it increases the resource utilization efficiency which reduces the power requirements andresource 
requirements.  
Although the presented algorithm provide better results than the conventional algorithms compared in this paper. The proposed 
algorithm can be further improved by fine tuning the membership functions and rule base however these modifications are leaved 
for the future work. 
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Each affiliation must include, at the very least, the name of the company and the name of the country where the author is based (e.g. 
Causal Productions Pty Ltd, Australia). 
Email address is compulsory for the corresponding author. 

C. Section Headings 
No more than 3 levels of headings should be used.  All headings must be in 10pt font.  Every word in a heading must be capitalized 
except for short minor words as listed in Section III-B. 

1)  Level-1 Heading:  A level-1 heading must be in Small Caps, centered and numbered using uppercase Roman numerals.  For 
example, see heading “III. Page Style” of this document.  The two level-1 headings which must not be numbered are 
“Acknowledgment” and “References”. 
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2)  Level-2 Heading:  A level-2 heading must be in Italic, left-justified and numbered using an uppercase alphabetic letter followed 
by a period.  For example, see heading “C. Section Headings” above. 

3)  Level-3 Heading:  A level-3 heading must be indented,  in Italic and numbered with an Arabic numeral followed by a right 
parenthesis. The level-3 heading must end with a colon.  The body of the level-3 section immediately follows the level-3 heading 
in the same paragraph.  For example, this paragraph begins with a level-3 heading. 

D. Figures and Tables 
Figures and tables must be centered in the column.  Large figures and tables may span across both columns.  Any table or figure that 
takes up more than 1 column width must be positioned either at the top or at the bottom of the page. 
Graphics may be full color.  All colors will be retained on the CDROM.  Graphics must not use stipple fill patterns because they 
may not be reproduced properly.  Please use only SOLID FILL colors which contrast well both on screen and on a black-and-white 
hardcopy, as shown in Fig. 1. 

 
Fig. 1  A sample line graph using colors which contrast well both on screen and on a black-and-white hardcopy 

Fig. 2 shows an example of a low-resolution image which would not be acceptable, whereas Fig. 3 shows an example of an image 
with adequate resolution.  Check that the resolution is adequate to reveal the important detail in the figure. 
Please check all figures in your paper both on screen and on a black-and-white hardcopy.  When you check your paper on a black-
and-white hardcopy, please ensure that: 
1) the colors used in each figure contrast well, 
2) the image used in each figure is clear, 
3) All text labels in each figure are legible. 

E. Figure Captions 
Figures must be numbered using Arabic numerals.  Figure captions must be in 8 pt Regular font.  Captions of a single line (e.g. Fig. 
2) must be centered whereas multi-line captions must be justified (e.g. Fig. 1).  Captions with figure numbers must be placed after 
their associated figures, as shown in     Fig. 1. 

 
Fig. 2  Example of an unacceptable low-resolution image 
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Fig. 3  Example of an image with acceptable resolution 

F. Table Captions 
Tables must be numbered using uppercase Roman numerals.  Table captions must be centred and in 8 pt Regular font with Small 
Caps.  Every word in a table caption must be capitalized except for short minor words as listed in Section III-B.  Captions with table 
numbers must be placed before their associated tables, as shown in Table 1. 

E. Page Numbers, Headers and Footers 
Page numbers, headers and footers must not be used. 

F. Links and Bookmarks 
All hypertext links and section bookmarks will be removed from papers during the processing of papers for publication.  If you need 
to refer to an Internet email address or URL in your paper, you must type out the address or URL fully in Regular font. 

G. References 
The heading of the References section must not be numbered.  All reference items must be in 8 pt font.  Please use Regular and 
Italic styles to distinguish different fields as shown in the References section.  Number the reference items consecutively in square 
brackets (e.g. [1]).   
When referring to a reference item, please simply use the reference number, as in [2].  Do not use “Ref. [3]” or “Reference [3]” 
except at the beginning of a sentence, e.g.  “Reference [3] shows …”.  Multiple references are each numbered with separate brackets 
(e.g. [2], [3], [4]–[6]). 
Examples of reference items of different categories shown in the References section include: 
1) example of a book in [1] 
2) example of a book in a series in [2] 
3) example of a journal article in [3] 
4) example of a conference paper in [4] 
5) example of a patent in [5] 
6) example of a website in [6] 
7) example of a web page in [7] 
8) example of a databook as a manual in [8] 
9) example of a datasheet in [9] 
10) example of a master’s thesis in [10] 
11) example of a technical report in [11] 
12) example of a standard in [12] 

III. CONCLUSIONS 
The version of this template is V2.  Most of the formatting instructions in this document have been compiled by Causal Productions 
from the IEEE LaTeX style files.  Causal Productions offers both A4 templates and US Letter templates for LaTeX and Microsoft 
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Word.  The LaTeX templates depend on the official IEEEtran.cls and IEEEtran.bst files, whereas the Microsoft Word templates are 
self-contained.  Causal Productions has used its best efforts to ensure that the templates have the same appearance. 
Causal Productions permits the distribution and revision of these templates on the condition that Causal Productions is credited in 
the revised template as follows:  “original version of this template was provided by courtesy of Causal Productions 
(www.causalproductions.com)”. 

IV. ACKNOWLEDGMENT 
The heading of the Acknowledgment section and the References section must not be numbered. 
Causal Productions wishes to acknowledge Michael Shell and other contributors for developing and maintaining the IEEE LaTeX 
style files which have been used in the preparation of this template.  To see the list of contributors, please refer to the top of file 
IEEETran.cls in the IEEE LaTeX distribution. 
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