Adaptive Neuro-Fuzzy Inference System Approach on Predicting Hard Disk Failures towards Reliable Data Center
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Abstract: Despite the high accuracy showcased by some studies in predicting hard disk failure using decision tree in the classification process, the accuracy of the decision tree is in question due to its vast difference among other algorithms ranging from 17.7% to 60.92%. This paper confirms the claim of some studies about the overfitting of decision tree when used with a large amount of data, real-valued and numeric attributes like SMART attributes. Utilizing ANFIS algorithm in predicting imminent hard disk failure surpasses other algorithms (CHAID, C&R Tree, Neural Network, MLR, and SVM) by 4.2% while keeping its distance from the very high percentage (99.58) over-fitted decision tree at 86.08%. The ANFIS also predicted the failure 5 days before it actually happens.
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I. INTRODUCTION

Having files rested and backed up on a data center or a cloud storage platform ensures continuous operation, data protection and recovery [1]. It is the responsibility of the data center to do all their necessary plans and procedures to be so. Critical factors such as experience, financial stability, security, support and physical infrastructure need to be maintained to have a reliable data center [2].

In the Philippines, 80% of business enterprises experienced data loss costing them around $8 billion worth of data loss [3]. On a larger scale, companies around the world experienced an average data loss of 400% in just two years accumulating a total amount loss of $1.7 trillion, 30% of which came from cloud storage. Admittedly, 51% of surveyed companies have no disaster recovery plan [4]. Study shows that the leading cause of data loss is the hardware failure, human error, software corruption, computer viruses and natural disaster among which hardware failure rank first at 57% [5]. Recent studies conducted by Data Barracks shows that hardware failure is still one of the topmost cause of data loss at 25%, being human error as the leader at 29% [6].

With the help of machine learning, failure can be preempted thereby avoiding data loss before it happens. There are some researches delving into this problem [7][8][9][10][11][12]. Each research presented varying results. Among these different researches and algorithms used, decision tree came out as the most accurate.

Similarly, Suchatpong and Bhumkittipich’s study compared decision tree with the neural network, SVM, CHAID and C&R Tree. Decision tree ranks first at 99.58% while neural network is at 56.09% accurate, SVM is at 38.66%, CHAID at 50.42% and C&R tree at 56.93%, which are way lower that the decision tree. While the result of the decision tree is promising, there is an observable irregularity in the result. The decision tree is too accurate compare to other algorithm in predicting hard drive failure. IBM states that if an algorithm has 98% accuracy while other techniques tried has 60% accuracy, it is most probably overfitting, which is exactly the case [13]. Initial investigation shows that if a decision tree is fed with large amount of data, it tends to over-fit [14]. A slight variations in the training data will also make decision tree unstable [15][16]. Also, when a decision tree is supplied with real-valued attributes like the values in SMART Attributes, it will over-fit and it will give each numeric idea a branch thus the tree will become big [17]. Decision tree has also problems regarding robustness, adaptability, scalability and height optimization [18].

With the accuracy of the decision tree in question and with low accuracy result of other algorithm, the researcher argues that the problem of predicting hard disk failure is still open and needs to be innovated. With the careful selection of data sets, systematic selection of predictors and use of suitable machine learning algorithm, the researcher believes that it will generate interesting result and produce new knowledge that will benefit not only the data centers but also the owner of the data.

This study aims to verify the truthfulness of the claim of other researchers that decision tree is inappropriate in this area and that this topic is still an open problem. This study introduced the use of ANFIS algorithm and compares its result to decision tree and other stated algorithms used by other researchers.
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II. RELATED LITERATURE

Cloud storage is a service where data is remotely man-aged and maintained [19]. This can be accessed through the internet from any device. From 2015 to 2016, IDC’s CloudView survey found 137% increase in utilization of data storage [20] and 95% of the respondents are using cloud of which 89% are public clouds, 72% are private clouds and 67% are combination or hybrid [21]. As the needs for data storage grow, it is expected that need for managing storage devices also increase. One of the top identified data growth strategies in a data center is the re-placement of existing hardware such as hard disk which will result to the top most challenges in data center at 31% [22].

Hard disk is still the most commonly used storage system in a data center at 75%, followed by hybrid storage (55%), all-flash (21%), software-defined storage (21%) and hy-per-converged infrastructures (16%) [23]. Hard disk, when deployed in a data center last for 1.38 years on the average with an annualized failure rate of 2.12% [24] or 1,000,000 – 1,500,00 hours at a nominal annual failure rate of at most 0.88% [25]. Other researches see the annual failure rate at 0.7% [26]. Therefore, constant monitoring of thousands of hard drive should be done not only for replacement of failed hard drive but also the prediction of pending future failure.

Being said, failure to determine that a hard drive will crash will cause catastrophic amount of data lost. A study conducted by Emerson and Ponemon Institute shows that the average total cost of per minute of unplanned outages is $8,851 or $740, 357 for year 2016 which indicates a 38% increase in downtime since their study on 2010 [27]. Since hard disk is a physical hardware, it logical to use physical characteristics or behaviour of this disk to predict imminent failure. The interrelationship of temperature, workload, and hard disk drive failures were studied and shows that temperature exhibits stronger correlation to failure than the correlation of disk utilization. However, monitoring drives using its physical characteristics will require special or cus-tom-made monitoring tools just to classify failure. On the other hand, interesting data are available that may be an alternative to physical predictors. These data include SMART attributes, daily logs, and complain logs.

Earlier studies conducted by Google suggest that some SMART attributes are correlated with high failure probabilities [28]. SMART (Self-Monitoring, Analysis, and Reporting Tool) is a monitoring system for computer hard disk that shows indicators of reliability [29] that are available to hard disk drives (HDD) and Solid State Drives (SSD).

BackBlaze’s analysis of nearly 40,000 drives shows that among 253 defined SMART attributes, five (5) metrics correlate strongly with impending disk failure. These are 5, 187, 188, 197 and 198 [30]. Using time series analysis of SMART attributes from 30,000 disks from two major manufacturers, Botezatu and Giurgui identified combination of SMART 197, 188, 10, 201 and 5 to be the cause of failure [31]. Although the two researches uses SMART at-tributes as predictors, the difference between their data might cause the distinction between their selected attributes. These can also be ascribed to the difference in the combination of hard disk brand, model, capacity, working environment and selection algorithm used.

In the classification process, rule-based decision support algorithms were utilized. Algorithms employed includes Maximum Likelihood Rules, Classification and Regression Trees, Bayesian Networks, Decision Tree, Support Vector Machine + Time Series & Survival Analysis and multi-instance learning framework using Naïve Bayes that yields varying and opposing results and comparison. Some researches employed novel or hybrid algorithms such as Gaussian mixture based fault detection [32], Two-Step Parametric Method [33], feature selection-based Mahalanobis distance [34], Gradient Boosted Regression Trees [35]. With all the different algorithms used, Adaptive Neuro-Fuzzy Inference System (ANFIS) was not used.

It can be observed that among different algorithms, decision tree exhibited better performance for classification having an accuracy percentage from 98% to 99.58% while other algorithms’ performances are way too low. Though the performance of the decision tree is promising, it can be somehow puzzling or confusing. Decision tree is too accurate and the result is too good to be true. IBM, in its article states that if an algorithm has 98% accuracy while other techniques used has 60% accuracy, it is most probably overfitting [36]. Overfitting happens when a given algorithm models the training data set too well [37]. Overfitting can also be caused by inappropriate data. Study shows that if a decision tree is fed with large amount of data, it also tends to over-fit [38]. This will influence the performance of the decision tree learning. A slight variation in the training data will also make decision tree unstable [39][40].

Moreover, decision tree has issues with real-valued attributes. Since SMART attributes are real numbers when these are subjected to decision tree, the decision tree will over-fit and it will give each numeric idea a branch thus the tree will become big [41]. It can create over-complex trees that do not represent the data well [42]. Additionally, decision tree is good when the values are discrete and not continuous which contradicts the nature of hard disk data set [43]. Decision tree has also problems regarding robustness, adaptability, scalability and height optimization [44].

Being said, with the decision tree’s performance in question and the poor performances of other algorithms, the researcher believes that the problems in this area is still un-clear and still open for innovation. Appropriate algorithm can be identified and used to
predict pending hard drive failure while addressing the issues and inappropriateness of decision tree. An algorithm whose strength is on continuous values can handle large amount of data sets, can handle overfitting easily, adaptable and scalable. An example of this algorithm is ANFIS (Adaptive Neuro-Fuzzy Inference System).

ANFIS is a combination of neural network and fuzzy inference system [45]. It has been implemented in wide variety of applications that perform forecasting such as in wind power [46], electric load [47], social living [48], pricing ([49], communication [50], agriculture [51] and even tourism [52]. ANFIS also leads comparative analysis with other algorithms for classification [53][54]. Additionally, ANFIS is a reliable system with relatively high degree of accuracy [55], has very low mean absolute percentage error [56], has the ability to train quickly with just a few epochs [57] and efficient with an extreme standard of accuracy and using minimum need of data set samples.

ANFIS is very useful when solving complex problems especially for technical diagnostics and measurement assignments [58]. It can handle large amount of data set without any problem [59]. ANFIS may also over-fit but can be easily addressed. During training, it can be stop to a number of epochs after reaching the desired accuracy. Overfitting can also be avoided if the number of hidden layers be regulated [60]. This can be done by minimizing the number of predictors, thus predictor selection is needed. It can also handle and can be used with categorical and continuous data [61]. Similar to decision tree, ANFIS is capable of providing significant answer even if the data is incomplete or contains error [62]. Unseen data or relationship can also be inferred after learning from the initial inputs and relationships [63].

ANFIS was used with hard disk failure however, it was used to detect hard drive failure distribution to determine the specific hard disk part that has a defect in a manufacturing environment [64]. Although it was used for hard drive, it was not used for detecting pending failure on the hard drive during actual operation. SMART attributes were not also used in the prediction or classification process.

**III. DESIGN ARCHITECTURE**

This study classified or predict imminent disk drive failure by employing adaptive neuro-fuzzy inference system (ANFIS) classifier from an actual data center. The data set should also be comprehensive enough to get the best result when conducting classification.
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**Fig. 1** A sample line graph using colors which contrast well both on screen and on a black-and-white hardcopy

The study went through four phases: preparation of data, generation and training of models, testing of models, and the interpretation of result.
A. Data Preparation

Data sets were downloaded from the official website of Backblaze (backblaze.com). Data sets for the year 2017 were grouped by quarters: Quarter 1 (January to March logs) and Quarter 2 (April to June logs). Quarter 1 was used as the training data set while Quarter 2 was used as the test data set. Q1 data set comprises of 6,632,223 records while Q2 data set composes of 7,568,630 records. To determine the needed columns or attributes for the machine learning, some unnecessary columns were removed such as the date, serial_number, model, and capacity_bytes columns. SMART attributes related to disk errors were determined since not all of these attributes have something to do with disk errors. The basis for the predetermination of these columns / attributes are the researches conducted by several researchers. All SMART attributes backed by researches were taken into consideration and was used for the training of both Decision Tree and ANFIS. These includes SMART 5, 10, 184, 187, 188, 196, 197, 198, 201 and 230. However, since SMART 230 is not present in the dataset from BackBlaze, it is removed from the final set of columns as shown in Table I.

<table>
<thead>
<tr>
<th>SMART Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure</td>
<td>Status of the drive. 0-working, 1-failed</td>
</tr>
<tr>
<td>SMART 5</td>
<td>Reallocated Sector Count. Primarily used as a metric of the life expectancy of the drive.</td>
</tr>
<tr>
<td>SMART 10</td>
<td>Spin Retry Count. Stores a total count of spin start attempts to reach the full operation speed.</td>
</tr>
<tr>
<td>SMART 184</td>
<td>End-to-end error. Contains parity error count that occurs in the data path to the media via the drive’s cache RAM.</td>
</tr>
<tr>
<td>SMART 187</td>
<td>Reported Uncorrectable Error. The count of errors that cannot be recovered.</td>
</tr>
<tr>
<td>SMART 188</td>
<td>Command Timeout. The count of aborted operations due to HDD timeout.</td>
</tr>
<tr>
<td>SMART 196</td>
<td>Reallocation Event Count. Total count of attempts to transfer data from reallocated sectors to spare area.</td>
</tr>
<tr>
<td>SMART 198</td>
<td>Uncorrectable Sector Error. The total count of uncorrectable errors when reading/writing a sector.</td>
</tr>
<tr>
<td>SMART 201</td>
<td>Soft Read Error Rate. The number of uncorrectable software read errors.</td>
</tr>
</tbody>
</table>

As observed in the data sets, some columns have null values. Null values were replaced with blanks so that it can be imported to MySQL. However, to make it work with decision tree, these values were reverted back to 0 using MySQL queries. Finally, to make the data set ready for machine learning, duplicate records were detected. Distinct set of row values were queried and saved into another table for safe-keeping. Table II shows the initial number of records per month and per quarter and the distinct number of row sets.

Quarter 2 sub-total initially summed up to 2,421 records. However, after subjecting the same consolidated number of records to identification of duplicate records it further trims down to 1,512 only.

The first quarter data set was used as the training data set while the second quarter data set will be used as the test data set. The first quarter data set contains 185 records of failed drives and 2,219 healthy drives while second-quarter data set contains 166 record of failed drives and 1,346 healthy drives.
Interesting results can be seen in Table II. While there is a colossal amount of records that was initially gathered from Backblaze, most of these records have duplicate which means when fed to machine learning algorithm will cause the algorithm to just prolonging its operation in training and testing on duplicate records. The percentage decrease (mostly 99.97%) on the number of data sets will directly influence the performance of algorithms to be used.

B. The ANFIS Structure
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ANFIS is represented normally by a 6-layer feed-forward neural network as shown in Figure 2 and implements four rules:

Rule 1: IF x1 is A1 AND x2 is B1 THEN y = f1 = k10 + k11x1 + k12x2
Rule 2: IF x1 is A2 AND x2 is B2 THEN y = f2 = k20 + k21x1 + k22x2
Rule 3: IF x1 is A2 AND x2 is B1 THEN y = f3 = k30 + k31x1 + k32x2
Rule 4: IF x1 is A1 AND x2 is B2 THEN y = f4 = k40 + k41x1 + k42x2

Fig. 2 ANFIS Structure
These rules were used in layers of the ANFIS structure. These layers functions as follows:

Layer 1 (Input Layer). Neuron on this layer passes crisp values to Layer 2. Specifically, \( y_i^{(2)} = x_i^{(1)} \), where \( x_i^{(1)} \) is the input and \( y_i^{(2)} \) is the output.

Layer 2 (Fuzzification Layer). In this layer, neuron performs fuzzification using bell activation function (1):

\[
y_i^{(2)} = \frac{1}{1 + \left( \frac{x_i^{(2)} - a_i}{c_i} \right)^{2b_i}},
\]

where \( x_i^{(2)} \) is the input and \( y_i^{(2)} \) is the output in neuron \( i \) in layer 2 and \( a_i, b_i, c_i \) are the center, width and slope of the bell activation function of neuron \( i \).

Layer 3 (Rule Layer). Each neuron on this layers corresponds to a Sugeno-type fuzzy rule. The neuron receives inputs from fuzzification neurons from layer 2 and calculates the firing strength of the rule it represents. Output in the neuron \( i \) in Layer 3 is attained using (2):

\[
y_i^{(3)} = \sum_{j=1}^{k} x_{ji}^{(3)}
\]

where \( x_{ji}^{(3)} \) are the inputs and \( y_i^{(3)} \) is the output.

Layer 4 (Normalization Layer). Neurons in this layer receives input from the Rule Layer and calculates the normalized firing strength which is the ratio of the firing strength is to the sum of entire firing strengths of rules. It uses the following formula (3):

\[
y_i^{(4)} = \frac{x_{ji}^{(4)}}{\sum_{j=1}^{n} x_{ji}^{(4)}} = \frac{\mu_i}{\sum_{j=1}^{n} \mu_j} = \tilde{\mu}_i
\]

where \( x_{ji}^{(4)} \) is the input from neuron \( j \) in Layer 3 to neuron \( i \) in Layer 4 and \( n \) is the total number of rule neuron.

Layer 5 (Defuzzification Layer). Neuron in this layer receive inputs from Layer 4 and initial inputs, \( x_1 \) and \( x_2 \). This neuron calculate the weighted consequent value of a given rule using the formula (4):

\[
y_i^{(5)} = x_i^{(5)} \left[ k_{i0} + k_{i1} x_1 + k_{i2} x_2 \right] = \tilde{\mu}_i \left[ k_{i0} + k_{i1} x_1 + k_{i2} x_2 \right]
\]

where \( x_i^{(5)} \) is the input and \( y_i^{(5)} \) is the output and \( k_{i0}, k_{i1}, k_{i2} \) is the set of consequent parameters in rule \( i \).

Layer 6 (Summation Layer). This layer comprises of only a single neuron that calculates the sum of all defuzzification neurons using (5):

\[
y = \sum_{i=1}^{n} x_i^{(6)} = \sum_{i=1}^{n} \tilde{\mu}_i \left[ k_{i0} + k_{i1} x_1 + k_{i2} x_2 \right]
\]

C. Generation and Training of Models

1) Decision Tree: Having prepared the data sets, models were generated using Orange 3.8 data mining software for the decision tree and MatLab R2016 for ANFIS. Same training data sets (q1final.csv) was used to train each model. A workflow was prepared using Orange. Figure 3 shows the workflow in training the model for decision tree. A data file was inserted and loaded with the training data sets. All columns corresponding to SMART attributes were set as “feature” and the type is numeric since these attributes are real numbers. The “failure” column which is the last feature in the data set was set to “target” and the type is categorical.
A tree algorithm model with forward pruning was placed in the workflow. Default parameters have been left as is. This tree algorithm model was trained using the test data set. To view the result of the training and the cross-validation accuracy estimation, a Test & Score widget was used. The data set provides input to the classification tree model while the Test & Score widget gets its input from both the data set file and the classification tree model as shown in Fig. 4.

The model training was tested by different evaluation results: classification accuracy, precision, recall, and F1 score. The classification accuracy (CA) computes the subset accuracy wherein the set of labels predicted for a sample must exactly match the corresponding set of labels in \( y_{\text{true}} \). Precision is the ability of the classifier not to label as positive a sample that is negative. It is computed as (6):

\[
\text{Precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}} \quad (6)
\]

Recall is the ability of the classifier to find all the positive samples. It is computed as (7):

\[
\text{Recall} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}} \quad (7)
\]

F1 score is the weighted average of the precision and recall. F1 score is computed as (8):

\[
\text{F1} = \frac{2 \times (\text{precision} \times \text{recall})}{\text{precision} + \text{recall}} \quad (8)
\]

The training data set were sampled using cross-validation with multiple numbers of folds, random sampling with multiple repetition and leaving one out. Cross-validation is the average of values in a given loop or fold. Random sampling gets random samples from the training data set percentage of which was set and was repeated several times. Leave one out train on all data except for 1 record. Fig. 4 shows the actual training of the model and its corresponding evaluation results.

Table III shows the results of the entire test on different sampling used in the training data set targeting both 0 (healthy drive) and 1 (failed drive). The table shows that the decision tree lowest classification accuracy when targeting 0 (healthy drives) is 91.5% while it reaches up to a maximum of 93.4%. The precision of the classification tree on not mistaking false positive to true positive ranges from 93.3% to 94.1%. On the other hand, training accuracy on recall, that is its ability to determine all the positive samples skyrocketed between 97.5% to 99.1%. F1 Score falls on the weighted average of precision and recall.
Moreover, when targeting 1 (failed drive) as the result, its precision falls from 38.2% to 66.7% and the recall between 14.8% to 22.2% accuracy (Table IV). Same classification accuracy was recorded as when targeting 0 (healthy drive) as the result.

D. ANFIS (Adaptive Neuro-Fuzzy Inference System)

In generating the Fuzzy Inference System (FIS) model, MatLab R2016a was used using its Neuro-Fuzzy Designer toolbox. The training data set (q1final.csv) was loaded as training data to the ANFIS. Values were drawn in the plot that shows the status of the hard drive as 0s and 1s (Figure 5).
After loading the data set in the Neuro-Fuzzy Designer, FIS (Fuzzy Inference System) model was generated. In clustering method, Grid Partitioning was used. Grid partitioning creates membership functions automatically by uniformly partitioning input variable ranges while creating a solitary output. The number of membership function used is 2 for each input which represents 1 for failed drive and 0 for healthy ones. Psigmf function or the Product of Two Sigmoidal membership function was used as the membership function type and the output as constant in type.

After setting all the parameters, the FIS model was generated (Figure 6). From 9 input attributes, each value will go through the membership functions, 2 for each input. Values will then be tested on generated rules to produce an output membership functions before finally generating the output. With this model, there are 512 rules where each record in the training data set will pass through.

In training the model, hybrid optimization was used. Hybrid optimization was used to tune the parameters of the FIS. Looping through 73 epochs, the FIS model achieves a final error rate of 0.227914 (22.79%) from initial 0.26652 (26.65%). A steady downfall of error rate was observed until reaches 73 epochs where error stabilized at 0.227914 (22.79%). Fig. 7 shows the error rate of FIS for each epoch.

To check for the actual accuracy of the training and to compare the exact value FIS generated against the drive status (1, 0), the FIS model was exported to the Matlab Workspace. The training data set, with the drive status removed, was also imported to the Matlab Workspace. It was then evaluated using evalfis() function of the Matlab which generates the actual output value based on the
training data set. The output was pasted parallel to the drive status column of the training data set to compare how close the values are to 0 and 1.

![Error rates of FIS model](image)

**Fig. 7 Error rates of FIS model**

In getting the accuracy percentage of each record, if the drive status is 0 and the actual value generated by FIS is 0.161 it means that it is 83.90% accurate. It was computed using the formula:

\[
\text{Accuracy} = 100 - (\text{Actual Value} \times 100)
\]

However, if the drive status is 1, and the actual value is 0.8137, it just multiplied by 100, thus:

\[
\text{Accuracy} = \text{Actual Value} \times 100
\]

Going through all the records, accuracy values were averaged. ANFIS garnered a training accuracy of 89.29%. Comparing the training accuracy of Decision Tree with FIS, the training accuracy of the FIS model is 9.81% lower. Although FIS model achieves lower result than Decision Tree, it absolutely confirmed and proved the hypothesis of the research and validated the claim of the related literature that decision tree tends to overfit when used with this types of data sets. It also affirms the ANFIS algorithm performs way better than previous studies on hard disk failure prediction.

**E. Testing of Models and Evaluation of Results**

1) **Decision Tree:** With the decision tree model trained using training data set, test data set will be subjected to see how decision tree will predict the hard disk failure. Using the earlier workflow, a test data file loaded with the test data set was placed and connected to a Prediction widget together with the learner and model output of the Decision Tree algorithm widget (Fig. 8). The Prediction widget displays the evaluation results and prediction of the algorithm attached to it.

![Decision tree testing workflow](image)

**Fig. 8 Decision tree testing workflow**
Looking at the result of the prediction, Decision Tree algorithm classified / predicted healthy drives (0) by an impressive 92%, however, it never classified a failed drive (1) correctly, not even once. It is also disturbing that all classification renders the same value as shown in Fig. 9.

<table>
<thead>
<tr>
<th>Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Info</strong></td>
</tr>
<tr>
<td>Data: 1512 instances.</td>
</tr>
<tr>
<td>Predictors: 1</td>
</tr>
<tr>
<td>Task: Classification</td>
</tr>
<tr>
<td><strong>Show</strong></td>
</tr>
<tr>
<td>Predicted class</td>
</tr>
<tr>
<td>Predicted probabilities for:</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td><strong>Data View</strong></td>
</tr>
<tr>
<td>Show full data set</td>
</tr>
<tr>
<td><strong>Output</strong></td>
</tr>
<tr>
<td>Original data</td>
</tr>
<tr>
<td>Predictions</td>
</tr>
<tr>
<td>Probabilities</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification Tree</th>
<th>Feature 10</th>
<th>Feature 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1413 0.92 - 0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1414 0.92 - 0</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>1415 0.92 - 0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>1415 0.92 - 0</td>
<td>0</td>
<td>120</td>
</tr>
<tr>
<td>1417 0.92 - 0</td>
<td>0</td>
<td>854</td>
</tr>
<tr>
<td>1418 0.92 - 0</td>
<td>0</td>
<td>4944</td>
</tr>
<tr>
<td>1419 0.92 - 0</td>
<td>0</td>
<td>15472</td>
</tr>
<tr>
<td>1420 0.92 - 0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1421 0.92 - 0</td>
<td>1</td>
<td>2360</td>
</tr>
<tr>
<td>1422 0.92 - 0</td>
<td>0</td>
<td>1736</td>
</tr>
<tr>
<td>1423 0.92 - 0</td>
<td>0</td>
<td>1312</td>
</tr>
<tr>
<td>1424 0.92 - 0</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>1425 0.92 - 0</td>
<td>0</td>
<td>70</td>
</tr>
<tr>
<td>1426 0.92 - 0</td>
<td>1</td>
<td>208</td>
</tr>
<tr>
<td>1427 0.92 - 0</td>
<td>0</td>
<td>338</td>
</tr>
<tr>
<td>1428 0.92 - 0</td>
<td>1</td>
<td>1248</td>
</tr>
<tr>
<td>1429 0.92 - 0</td>
<td>0</td>
<td>4960</td>
</tr>
<tr>
<td>1430 0.92 - 0</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>1431 0.92 - 0</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>1432 0.92 - 0</td>
<td>0</td>
<td>104</td>
</tr>
</tbody>
</table>

Fig. 9 Cut out from the decision tree evaluation result

If overall computation will be on the percentage decision tree predicted that the drive is healthy, it predicted 1,346 correctly out of 1512 records. That is 89.02% accuracy. Specifically, the decision can detect healthy drives by 92% and failed hard drive by 8%. However, the percentage value is misleading because 1,346 or 89.02% is actually the number of hard disk drive with status 0 out of 1512 records. It can, therefore, be ruled out that the prediction of decision tree using this kind of data set is unpredictable as well as unreliable and misleading.

**F. ANFIS (Adaptive Neuro-Fuzzy Inference System)**

Having the same process of finding the actual accuracy of the FIS model, test data set (hard disk status column re-moving) was loaded in the workspace of Matlab. Using the `evalfis()` function, values were generated and also copied paralleled to the original test data set (Q2Final.csv) file. Us-ing the same formula during training, prediction or classification accuracy reaches 86.08% which is higher by 4.2% compared to the work of Queiroz that is 81.88%; the highest accuracy percentage on previous researches on hard drive failure. Specifically, ANFIS has 91.53% accuracy on detecting healthy drives and 41.88% accuracy on detecting failed hard drive. The lower accuracy on the detection of the failed hard drive can be easily ruled out due to the fact the ratio healthy hard drive to failed hard drive is 89.02:10.98. Also, the accuracy of ANFIS in detecting failed hard drive is way much higher than the decision tree by 41.08%.
To further evaluate the effectiveness of the ANFIS model, records of a particular hard drive that failed and was removed due to its failure state was filtered. Its record comprises of smart attributes, date and its hard drive from its healthy stage to failed stage. Table V shows the values of each column for the month of June. Its record from January to May was not retrieved because the values in these previous months are also the same with the records on June 1-3, 2017, except for its initial value in March 8, 2017 wherein all columns are all zero and March 9, 2017, which starts the record same as June 1-3, 2017. The last record was the record when the hard disk failed and was removed from the storage pod on June 11, 2017.

**Table V**

<table>
<thead>
<tr>
<th>Date</th>
<th>SMART 5</th>
<th>SMART 10</th>
<th>SMART 184</th>
<th>SMART 187</th>
<th>SMART 188</th>
<th>SMART 196</th>
<th>SMART 197</th>
<th>SMART 198</th>
<th>SMART 201</th>
<th>Failure</th>
<th>ANFIS Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/8/2017</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3/9/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16.75</td>
</tr>
<tr>
<td>6/1/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16.75</td>
</tr>
<tr>
<td>6/2/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16.75</td>
</tr>
<tr>
<td>6/3/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16.75</td>
</tr>
<tr>
<td>6/4/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16.75</td>
</tr>
<tr>
<td>6/5/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32.64</td>
</tr>
<tr>
<td>6/6/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32.64</td>
</tr>
<tr>
<td>6/7/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>72</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60.13</td>
</tr>
<tr>
<td>6/8/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>88</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>66.23</td>
</tr>
<tr>
<td>6/9/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>74.22</td>
</tr>
<tr>
<td>6/10/2017</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>144</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>77.95</td>
</tr>
<tr>
<td>6/11/2017</td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>232</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>90.51</td>
</tr>
</tbody>
</table>

In this result, the ANFIS predicted that the drive will soon fail starting March 9, 2017 and the values were increasing as the days passes by. By June 7, 2017, the ANFIS model was sure that it will definitely fail anytime sooner because the percentage reaches more than 50%. The date it was predicted that it is more likely to fail is 5 days prior to its actual failure. Figure 10 shows the steady climb of the percentage of the possibility of the failure.

**Fig. 10** Slope on the prediction of the before an actual failure happens.

### IV. CONCLUSIONS AND RECOMMENDATIONS

Utilizing the training data set, the decision tree achieves an average classification accuracy of 92.45%, precision ranges from 93.3% to 94.1% and its recall at 97.5% to 99.1%. This findings confirm and prove the hypothesis of the research and validated the claim of related literature that decision tree really overfit and is unreliable when it comes to real-type and continuous data such as SMART attributes. ANFIS model, on the other hand, after going through all the records reaches achieves 89.29% accuracy. Comparing with the training accuracy of decision tree, FIS mode is 9.81% lower but did not overfit.
Using the test data set, decision managed to classify healthy drives by an impressive 89.02% (1,346 predicted correctly out of 1,512 records), however, it never classified a failed drive correctly, not even once. This disturbing result was found out by carefully examining the test result. All hard drive records were classified as healthy by 89.02% which is actually exact ratio of the percentage or number of healthy is to the failed hard drive. It can therefore be ruled out that the prediction of decision tree using this kind of data set is unpredictable as well as unreliable and misleading. Oppositely, during testing, ANFIS was able to reach 86.08% classification accuracy. Although ANFIS model achieves lower result than decision tree, it surpasses accuracy results of known researches on data drive failure using other algorithms by 4.2% (compare to the work of Queiroz, et. Al. at 81.88%, being the highest) proving that by far, ANFIS is the best among them.

In the evaluation of the effectiveness of the ANFIS, selected record has been subjected. ANFIS was able to predict the drive failure 5 days before the actual failure occurred. Although this research displays promising result, it is recommended that newer data set be used to further confirm the validity of this study. It is also suggested that data set from other sources and a larger number of records be used as training and test data sets. It is also highly recommended that the number of failed hard drive be at least equal to the number of healthy hard drive to have a more accuracy classification on both outcomes. Further study in this area is suggested and other tools can be utilized to strengthen the facts and background information for future researches. Other SMART attributes can also be considered and tested to create new knowledge in the area.
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