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Abstract: Cluster analysis is a generic name for a large set of statistical methods that all aim at the detection of groups in a 
sample of objects, these groups usually called clusters.  Here we see the types, levels, evaluation and applications of cluster 
analysis. 
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I. INTRODUCTION 

Cluster analysis was originated in anthropology by DRIVER and KROEBER in 1932.Cluster analysis is a generic name for a large 
set of statistical methods that all aim at the detection of groups in a sample of objects, these groups usually called clusters. It is a 
main task of exploratory data mining, and a common technique for statistical data analysis, used in many fields, including machine 
learning, pattern recognition, image analysis, information retrieval, bioinformatics, data compression and computer graphics. 

 
A. Definition 
Cluster analysis or clustering is a task of grouping a set of objects in such a way that object in the same group (called a cluster) are 
more similar to each other than to those in  other groups(clusters). 
For example, a hierarchy of clusters embedded in each other. 

                    
 
B. Types Of Clustering 
Hard clustering: each object belongs to a group or not. Soft clustering (also: fuzzy clustering): each object belongs to each cluster to 
a certain degree 
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C. Hierarchical Clustering 
Objects that belong to a child cluster also belongs to a parent cluster. Subspace clustering: while an overlapping clustering within a 
uniquely defined subspace, clusters are not expected to overlap. Strict partitioning clustering: each object belongs to exactly one 
cluster. Overlapping clustering (also: alternative clustering, multi-view clustering): objects may belong to more than one cluster; 
usually involving hard cluster. 

 
What is not cluster analysis? 

Supervised classification - have class label information. Simple segmentation - dividing students into different registration 
groups alphabetically. Results of a query – grouping are a result of an external specification. 

 
 
 

D. Hierarchical Clustering 
Clusters are created in levels actually creating sets of clusters at each level.Hierarchical clusters are nested tree-like structures, and 
usually reflect a development sequence. It may help for “seeing the market structure” in terms of brands. For a set of 100 persons 
the H.C.A will start with 100 clusters, each containing 1 object and finish with 1 cluster 
. tree data structure which illustrates hierarchical clustering techniques. 
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E. Agglomerative 
Initially each item in its own cluster iteratively clusters are merged together Bottom Up 

F. Divisive 
Initially all items in one cluster Large clusters are successively divided Top Down  

 
 
 

G. Levels Of Clustering 
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H. Hierarchical Algorithm 
1) Single Link: smallest distance between points.Complete Link: largest distance between points. 

2) Average Link: average distance between points. Centroid: distance between Centroid.    

   

 
 
.  

I. Internal Evaluation 
Davies- Bouldin index .Dunn index. Silhouette coefficient.    

 
J. Davies-Bouldin Index                                                                                                                               
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Where n is the number of clusters, 

 ,௫ Is the centroid of the clusterܥ     

d (ܿ௜ , ௝ܿ  ) is the distance between the Centroid. 

Since, algorithm that produces clusters with low intra-cluster distance and high intra-cluster distance will have low Davies-Bouldin 
index. Smallest Davies-Bouldin index is the best algorithm. 

                                     
 

II. APPLICATIONS 
A. Marketing: Help marketers discover distinct groups in their customer bases, and then use this knowledge to develop targeted 

marketing programs 
B. Land use: Identification of areas of similar land use in an earth observation databases. 
C. Insurance: Identifying groups of motor insurance policy holders with a high average claim cost. 
D. City-planning: Identifying groups of houses according to their house type, value, and geographical location. 
E. Earth-quake studies: Observed earth quake epicenters should be clustered along continent faults. 
F. Transcriptomics: Build group of genes in with related expression patterns. WWW: Document classification, Cluster WebloData 

to discover groups of similar access patterns. 
 

III. CONCLUSION 
Recent trend of applied mathematics. It has wide applications and useful in fraud detection. There are still lot of research issues in 
cluster analysis  
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