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Abstract: Clustering is one of unsupervised learning algorithms which is used to cluster the objects into different groups or 
precisely the partitioning of dataset into sub small groups called cluster and the collection of cluster is called clustering. The 
dataset in each group contains the share some common traits according to some distance measurement.  Data is grouped in 
value of k in case of simple k-means algorithms. K is number of group or cluster in k-means clustering. In this paper researcher 
tries to discuss the values of k and measure the quality or performance of clustering based on k values. The value of k plays a 
great role in clustering. K value plus the iteration of clustering and square errors of clustering are other factors during 
clustering. So the main objective of this paper is discussing the performance of cluster by using different k value in clustering.  
Key words: K-means; squared errors; supervised learning. 

I. INTRODUCTION  
k-means algorithms is one of unsupervised learning algorithms and the objectives of k-means algorithms is portioning of an objects 
into k cluster based on k values which is  less than number of objects  in which each object belongs to cluster or sub group with the 
nearest distance value to the one of the sub cluster. K-means algorithm is useful for undirected knowledge discovery and is 
relatively simple. K-means has found wide spread usage in lot of fields, ranging from supervised learning of neural network, Pattern 
recognitions, Classification analysis, Artificial intelligence, image processing, machine vision, and many others  The idea of this 
paper is discusses the k values  influences on clustering when the value of k decrease and increase in clustering.  

II.  DATA MINING TECHINIQUES AND METHODOLOGY 
Different functions of data mining are mainly classified as classification, clustering feature selection and association rule mining [2]. 
For this paper the researcher used different data mining techniques and algorithms. Data is collected from UK-Bank and 
preprocessed for experiment.  

A.  K-Means Algorithm 
Clustering analysis or clustering is process of partitioning a set of observation in to subsets [9]. K-means is one of clustering 
algorithms. K-means algorithms assign each point to the cluster which is nearest to center called centroid [5]. Is an algorithm to 
cluster ‘n’ objects based on attributes into k partitions, where k < n. n is number of observations, k is positive integer. This 
proposition makes the center closer to some points and apart from the other points, in points that become center to the center will 
stay in that center, there is no need to find its distance to other cluster centers [12]. It is similar to expectation maximization 
algorithms for mixture of Gaussians incase of them both tries to deals with centroid of natural groups in the dataset [1].  Simple k-
means algorithms is an algorithms for segmenting ‘n’ data points into k disjoint sub groups Sj  containing data points to minimize the 
sum of squares criteria. The grouping is done by minimizing the sum of squares of distances between data and the corresponding 
cluster centroid. 
1) Flow charts of how k-Means Algorithms Works  
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Figure 1 Flow chart that show how k-means algorithm Work 

B. Data Clustering  
When we talking about clustering rather than classification the output takes in the form of diagram that shows how the instance fall 
into the sub cluster [10]. Clustering widely used in diverse area today. The financial data in banking and financial industry is 
generally reliable and of high quality facilitate systematic analysis and data mining [3]. Data clustering is grouping a set of objects in 
a homogenous group based on distance from centroid to the same group called cluster. It is main task of explanatory data mining 
and a common techniques for statistical data analysis used in many field including machine learning, pattern recognition, image 
analysis, information retrieval, data compression and computer graphics. Popular notion of clustering include groups with small 
distance between cluster members dense area of data space intervals or particular statistical distributions. Clustering can be 
formulated multi-objective optimization problem. The appropriate clustering algorithms and parameter setting such as distance 
function depend on individual dataset and intended use of results. Clustering is not automatic process it is iterative process that 
involves trial and error. It is necessary to modify data preprocessing and modeling parameter until the result achieves good product 
or clustering [11].      

C. Centroid Based Clustering(K-Means) 
A simple k-means algorithm is one of the unsupervised learning algorithms which centroid is based clustering. During centroid 
based clustering groups or cluster are represented by a central vector which may not necessary be a member of dataset when a 
number of cluster or k value is fixed to k. The k clustered center such that the squared distance from the cluster are minimized and 
the point in a given subset are closer to that center than to any other center [8]. 

D. Application of Data Mining in Bank  System  
Data mining is becoming strategically important area for much business organization including bank system. It is process of 
analyzing the data from different perspective and summarizing it into variable pattern that are important to decision making.  Data 
mining assists bank system to look for pattern in a group and discover unknown relationship among dataset.  Today customer has 
many ideas with regard to where they can choose to their business.  Early data analysis techniques were oriented toward extracting 
quantitative statistical data characteristics. These techniques facilitate useful data interpretation for the bank sector to avoid 
customer attrition. The focus of this paper is by using bank dataset quality of k-means algorithms by increasing the value of k and 
what is the output of clustering in different k value [4]. At least more than 3 value of k is tested and output is checked in bank dataset. 
For this paper k value are 6, 5, and 4 are tested and output are discussed below and output is measured based on expert. There are 
many algorithms that are used for calculating distance. For this paper Manhattan distance formula is selected. The Manhattan 
distance function computes the distance that would be traveled to get from one data point to the other if a grid-like path is followed. 
The Manhattan distance between two items is the sum of the differences of their corresponding components. The formula for this 
distance between a point X= (X1, X2, etc.) And a point Y= (Y1, Y2, etc.) is: 

D = ෍|xi − yi|                                                  (1)        
௡

௜ୀ଴

 

Where n is the number of variables, and Xi and Yi are the values of the ith variable, at points X and Y respectively. 
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E.  Weka Tools  
Weka stands for Waikato Environment for Knowledge Analysis (Weka) is a suite of machine learning software written in Java, 
developed at the University of Waikato, New Zealand. The algorithms can either be applied directly to a dataset or called from your 
own Java code. Weka contains tools for data pre-processing, classification, regression, clustering, association rules, and 
visualization. It is also well-suited for developing new machine learning schemes. Found only on the islands of New Zealand, the 
weak is a flightless bird with an inquisitive nature. Weka is open source software issued under the GNU General Public License. 
Weka contains a collection of visualization tools and algorithms for data analysis and predictive modeling, together with graphical 
user interfaces for easy access to these functions for this paper Weka tool is selected for data analysis.  

G. Error Sum of Squares (SSE) 
SSE is the sum of the squared differences between each observation and its group's mean. The purpose of SSE is to measure the 
performance of each method used [6]. It can be used as a measure of variation within a cluster. If all cases within a cluster are 
identical the SSE would then be equal to 0. As k goes to infinite the mean square error within cluster approaches to zero [7]. The 
formula for SSE is as follows.     

                      

SSE = ෍(xi−x̄ )ଶ                                                (2)
௡

௜ୀଵ

 

Where ‘n’ is the number of observations xi is the value of the ith observation and x̄ is the mean of all the observations 

III. EXPJERIMENTAL WORK AND RESULTS 
For this paper clustering using simple k-means algorithms by using personal bank dataset in Weka tool. Weka tool provide 
algorithms for simple k-means algorithms. The following three steps are listed and discussed and outputs are evaluated in each 
cluster. For the first experimentation k-6 used,  for the  second experimentation k=5 and for third experimentation k=4 are used. In 
last all outputs are evaluated based SSE value and number of iteration.  

A. Results for k-Means algorIthms When k=6 
For this study personal bank dataset used which contains 8 attributes and 3000 records. Data is collected from UK-Banks  
and different websites then integrated. Many preprocessing are undertaken for dataset to change dataset from raw data type to a 
format which s acceptable by Weka tool for experiment.  

 
Figure 2 Weka 3-7 Interfaces with the dataset opened to start the first clustering run 
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For the first experimentation the value of k is 6 and default seed value is 10 and number of iteration is 500.  

 
Figure 3  Simple k-means algorithm dialog box 

 
Figure 4  The first Cluster output with k=6 and with the default seed value= 10 

The above output shows that the training result of the clustering model, including the number of attributes are used for clustering, 
the number of instances used, the clustering algorithm used, the test mode and other additional information.  The above output is 
also shown in table format below 
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Table 1 Clustering result of the first experiment with k=6 and default seed =10 

 
Figure 5 Diagrammatic representation of cluster k=6 

IV. RESULTS FOR K-MEANS ALGORITHMS WHEN K=5 
The below output describes the training result of the clustering model with k value 5 including the number of attributes are used for 
clustering the number of instance used, the clustering algorithms used the test mode and other additional information.  

 
Figure 6  Cluster distribution with k=5 and with the seed value= 10 

The above output is also shown in table format below 
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Table 2  First cluster with k=5 and default seed value=10 

 
Figure 7 Diagrammatic representation of cluster k=5 

V. RESULTS FOR K-MEANS ALGORITHMS WHEN K=4 
The researcher has conducted experimentation with a cluster with k value 4 and with default seed value 10. The following output 
generates the summarized results of the 3rd and the detailed description of this result is depicted in table below 

 
Figure 8   Cluster output with k=4 and the seed value= 10 
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Table 3  Result of the cluster with k=4 and default seed value =10 

 
Figure 9 Diagrammatic representation of cluster k=4 

In this experimentation four cluster are created. The result and interpretation of this clustering run with above experimentation is 
presented  

VI. COMPARISON OF THE CLUSTERING MODEL BASED ON INCREASING K VALUE 
In the above three different clusters model are done in order to find goodness of cluster model. This paper has taken different 
experimentation value of k=6, 5 and 4 with default seed value of 10. At experimentation with k value 6 all the created clusters were 
with different behavior. Different seed sizes are tested on each of this cluster formation to see whether the distribution of the 
segment could be improved. All the cluster with k=6,5 and 4 and the default seed value has not shown a significant difference in the 
segment data distribution.  

A. Lastly, the best Cluster Model With Best Cluster Distribution Has Been Evaluated Based On 
1) Number of iteration the algorithm uses{this shows the algorithms has moved and all misplaced data items in their correct classes 

within a few looming and the minimum value shows k-means algorithms converged very soon)  
2) Within cluster sum of squared errors (This is the measure of the goodness of the clustering and tells how tight the clustering is 

overall that means lower values of squared errors are better) and  
3)  The jug dement of the domain expert based on the focus stated in the first experiment   Therefore, based on these criteria’s the 

three cluster models are k=6, 5 and 4 are compared 
4) The cluster model at k=6 consists of number of iteration=3 and within the cluster sum of squared error =5804. 
5) The cluster model at k=5 consists of number of iteration=3 and within the cluster sum of squared error =6486.0 an 
6) The cluster model at k=4 consists of: Number of iterations= 3 and within the cluster sum of squared errors= 6816.0 
Consequently, as stated above, the cluster model at k=6 shows the least value within the cluster sum of squared errors and in a 
number of iterations than cluster model at k=5 and 4. Also squared error of k=5 is less than cluster of k=4.  Min squared error for 
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above problem at k=6 is 5804.0 and max value is 6816. As researcher discussed above in Error Sum of Squares (SSE) if the value of 
SSE is small the goodness of clustering is high.   

VII. CONCLUSION 
To conclude that clustering is very important in bank system for segmentation of customers in their homogeneity. The new coming 
customer’s are simply registered to one of cluster based on their domain expert. K-means is one unsupervised learning algorithms 
which is important to group the customer any business or organization based on their similarity.  Based on this the value of k has 
great role in clustering. As we have seen in above experimentation the performance of clustering is along with increasing the value 
of k. because the square error of cluster is decrease down when the value of k increases this indicates that the goodness of clustering 
is best when the squared error is less. So square error and k values are inversely proportional to each other as discussed in above 
experimentation. In other case seed value and iteration are other influential factors in goodness of clustering. In general when the 
value of k increases the quality of clustering is good.  
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