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Abstract: As in the recent times there has been significant progress in the generation of photo realistic images based on text 
descriptions. There have been various models achieving great results in this domain which have produced remarkable results. 
This paper aim’s to analyze two such successful models and to analyze their efficiency and to compare the result in generating 
photo realistic images based on the text input. The purpose is also to look into the architecture and also check how efficiently the 
results are produced and also analyze the pros and cons of the two models. Further it would also look into the future aspects of 
these models so as to how these models can be used as a base to build upon more complex architecture. 
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I. INTRODUCTION 
The generation of new image from manipulating given set of related images is a time consuming  and tedious tasks for human but 
the advances in the deep learning domain has made artificial generation of images relatively easy. There are many Generative 
Adversarial Networks present in doing so. The first method was proposed by Ian Goodfellow which had a basic generator and 
discriminator model [3].Improvement on this approach was presented by StackGan-v1 which had a two-stage model for generating 
high resolution photo-realistic images[1].A further better model is StackGan++ which has higher stability and is an improvement on 
all the previous models[3][2][1]. There are many approaches in generating photo-realistic images but we are going to 
see two most successful approaches which are able to successfully generate photo-realistic images [1][2]. The aim of this paper is 
successfully study these two approaches see the merits and demerits in each case and compare theirs outputs. 
 

II. GENERATIVE ADVERSARIAL APPROACHES FOR GENERATION OF PHOTO REALISTIC IMAGES 
A. Data Source 
1) Environmental Setup: Setup: In order to undertake the experiments and evaluate the results from the experiments, Oxford-

102[15] and CUB database was chosen. This contains 8,189 images of flowers from 102 different categories. The training and 
testing data is divided in the ratio of 85:15 to check the efficiency of the models. Using this database we generate the output 
from both this model and see the accuracy and clarity of generation. 

 
 Fig 1: The above figure shows stage I two-dimensional isomap embedding (with neighborhood graph). 
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Fig 2: The above figure shows stage II two-dimensional isomap embedding (with neighborhood graph). 

B. Overview of the Models used 
1) StackGAN-v1:StackGAN is the improved version of GAN algorithm. In Earlier GAN algorithms the generator and the 
discriminator used to work simultaneously in order to generate the photo-realistic images. But the images which were generated by 
the GAN algorithm were of the resolution 64*64 pixels which were not clear. That is why StackGAN-v1 was introduced. In 
StackGan-v1 the Stage-1 generates a low resolution image(64x64) with primitive shape and  basic required colour based on the text 
embedding produced by conditioning augmentation process[10][11].Then this low resolution image is passed to the Stage-2 which 
corrects the image and also adds additional details missed by the previous stage to  generate a high quality image(256x256). 
As there is very less text available for learning we make use of conditioning augmentation for getting better result over a limited 
amount of text. So the text description t is first encoded 
by an encoder, yielding a text embedding φt  which is further used to calculate the mean μ(φ t )  and diagonal covariance matrix Σ(φ 
t )  then it is randomly sample the latent variables ĉ 
from an independent Gaussian distribution N (μ(φ t ), Σ(φ t )) .This Conditioning Augmentation gives more training pairs given a 
small number of image-text pairs, and this thus useful even with limited amount of data. For smoothness and overfitting, it uses 
Kullback-Leibler divergence (KL divergence) between the standard Gaussian distribution and the Gaussian distribution condition 
[12], [13]. 
2) Equation for StackGAN: min max V (D, G) = E x∼p data [log D(x)] +E z∼p z [log(1 − D(G(z)))](1) 
 G D 
3) Equation for Conditional Augmentation: 
 D KL (N (μ(φ t ), Σ(φ t )) || N (0, I)) 

C. Result 
1) Text Description: -Flower which is purple red and white in color and  which has multi colored petals 
2) Stage I result 
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Fig 3: The above figure shows Stage I result 

3) Stage II result 

 
Fig 4: The above figure shows Stage II result. 

4) StackGAN-v2:  : [1][2] This model uses advanced multi-stage generative adversarial network architecture. It is created for both 
conditional and unconditional generative tasks. This StackGAN-v2 comprises of multiple generators (Gs) and discriminators 
(Ds) in a tree-like structure. Images of different scales corresponding to the same scenario are generated from different branches 
of the tree. At every branch, the generator collects the image distribution at that scale and the discriminator calculates the 
probability that a sample came from training images of that scale rather than the generator. The generators are build to 
approximate the multiple distributors. The generators and distributors are trained in an alternating fashion. The Stack-GAN-v2 
behaves more stable than StackGAN-v1 by approximating many distributors.  There are two types of multi-distributions 

5) Multi-scale image distributions approximation: The StackGAN-v2 framework has a tree-like structure. It takes a noise vector 
as the input and has many generators to generate images of direct scales. In the multi-scale image distributions approximation, 
the multiple image distributions increase the chance of data distributions sharing supports with model distribution. At the first 
branch low-resolution image distribution results in images with basic structures and colour. Then the generators at the below 
branches can generate high resolution images.  

6) joint Conditional and Unconditional Image distributions Approximation: In conditional image generator, the generator 
determines whether the image and the condition match or not. In unconditional image generator, the loss determines whether 
the image is real or fake.  

D. Result 
1) Text description: - Flower which has long thin yellow petals and has a lot of yellow anthers in the center 
2) Stage I result: 

 
Fig 5: The above image shows Stage I result 

3) Stage II result: 

 
Fig 6 : The above figure shows Stage II result. 

E. Advantages 
As compared to the previous version this generates a comparatively better resolution image. 
It captures more detail due to separation in stages for generation. 
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F. Drawbacks 
Can keep on generating certain pattern of images which would lead to wrong output. 
 
G. Comparison between StackGAN-v1 and StackGAN-v2 
From the above two models discussed it is been seen that StackGAN-v2 generates more realistic images than StackGAN-v1 .The 
main problem of StackGAN-v1 is that  if the Stage-1 image is not related to the text the Stage-2 output will completely be differ 
from the desired result. That is why in StackGAN-v2 multiple generators are used so that each generator has a different image and 
all of them don’t produce same results or same pattern of images as in the case of StackGan-v1. Also presence of multiple 
generators make the model more stable but the only disadvantage is that it makes the model more slow and requires high hardware 
support[1][2]. Also from the results it is been seen that StackGAN-v1 can’t handle complex sentences or the more detailed text 
description. This problem is overcomed by StackGAN-v2. 

III. RESULTS & CONCLUSION 
Table I: Inception score of StackGAN-v1 and StackGAN-v2 

Metric Dataset StackGAN-v1 StackGAN-v2 

Inception Score CUB 3.70±.04 
 

4.04±.05 
 

Oxford 3.20±.01 
 

/ 

The results from Table 1 shows that StackGAN-v2 algorithm gives better inception score than Stackgan-v1 algorithm for CUB 
dataset. In this paper we illustrated the comparison of various GAN algorithms for image synthesis. This paper compared the models 
using the inception score. Thus, the comparative analysis concludes that StackGAN-v2 is a better algorithm for image synthesis 
because it has got maximum inception score of around 4.04±.05. 
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