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Abstract: Seismic activities pose high risks to everyone who lives in an active coal mine region. Even though the hazard is well 
recognized, no one knows when it will strike or how severe it will be. In this paper, we introduce a method using Random Forest 
and Rotation Forest for building classifier ensembles based on decision trees using WEKA tool. While Random Forest dealt 
with the outliers of dataset efficiently, Rotation Forest proved to increase accuracy by using Principal Component Analysis 
(PCA) to each rotated subset of features. The system provides additional feature of notifying the engineer in charge prior with 
the danger. This paper mainly aims to advance knowledge and practice that could lead to prevention of seismic activities. 
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I. INTRODUCTION 
After every damaging seismic activity around the world, a lot of analysis is done in newspapers and on TV regarding the issues of 
its safety. Numerous conferences are held and discussions are done by authorities all around the world and public feels reassured 
that the problem will be taken care of, until the next activity when they realize that nothing effective really got done since the last 
event. 
Why do we face the above problem? In engineering, often it is more important and sometimes even more challenging to define the 
problem than the solution itself. Every stakeholder tends to think that his role is the most crucial in addressing an issue. Hence, 
differences of opinion are expected between scientists, engineers, administrators and social scientists on how to solve the 
problem. However, no one will disagree that the problem has to be addressed and can be prevented rather than cured or 
overcome with. There have been a lot of papers published, coming out with solutions to deal with the problem of seismic  
activities. There have been solutions put forth which use parallel feature extraction framework, Recurrent   Neural    
Network,   Naïve Bayes Classifier, Negation Handling, Histogram- Based feature engineering, most of them having the base as 
Machine Learning. Machine learning is a method of data analysis that automates analytical model building. Rising interest in 
machine learning is due to the factors such as growing volumes and varieties of available data, computational processing that is 
cheaper and more powerful and affordable data storage. Some aspects play a vital role to create good machine learning systems. 
They include Data preparation capabilities, algorithms, Automation and iterative processes and Ensemble modeling. The 
problems that these solutions are not able to cover include use of a lot of aggregated methods, lack of handling of dataset, 
output evaluated with dataset having outliers and noise, no technical feasibility and less accuracy and speed being the top of them 
all. 
The proposed system however is an improvement upon the previous research and implementation where results were not 
satisfactory. This paper aims at solving the above issues using Random Forest and Rotation Forest to handle dataset efficiently and 
increase accuracy respectively. The system makes use of classifiers which aim at training the decision trees trained independently 
and create diversity in the same. 
The paper is organized as follows. In Section II and III we present the related work and description of dataset respectively. In 
Section IV we provide detailed information about the Model, including insights of the ensemble classifiers being used. Next, in 
Section V, we describe the results and discussion on the model. Finally, in Section VI we summarize the work. 

II. RELATED WORK 
Seismic activities pose a great threat to miners and overall safety of the coal mining operation. Providing safety of miners working 
underground is the fundamental requirement of the coal mining industries. Coal mining companies are obligated by the law to 
introduce many safety measures to secure proper working conditions of their underground personnel. One of the techniques for 
addressing this problem is to use automatic feature engineering. This method does extraction from time series data that did not 
require any manual tuning. The paper argued that an ensemble of classifiers will produce a more robust and accurate system than a 
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single classifier. Another technique to predict the seismic events include using Recurrent Neural Network. This method uses Long 
Short-Term Memory cells. It requires almost no feature engineering, which makes it applicable to other domains with multivariate 
time series data. One of the many solutions currently available also includes using an efficient Naïve Bayes Classifier with 
Negation Handling for Seismic Hazard Prediction. This approach outperforms the traditional Naïve Bayes Classifier in terms of 
accuracy. 
Most of the top current solutions rely heavily on feature engineering, either manual or automatic, such as: Automatic variable 
construction, window-based feature engineering, hand-crafted features or thousands of automatically generated features. Other 
techniques include prediction under distribution drift; Tree based Ensemble Learning, using transient features of seismic events 
etc. The main problems observed in predicting a seismic activity include accuracy of result and the time utilized to produce the 
results. 

III. DATASET 
Data in .arff format which is being given as input was downloaded from UCI Machine Learning Repository website which comes 
under Multivariate category. The data describes the problem of seismic bumps in a coal mine. Data has been collected two of long 
walls located in a Polish coal mine. 

The details of dataset used are as follows: 

Table I Details Of Dataset 

 
The description of the 19 attributes in our dataset is    described below 

Table II  Description Of Attributes 
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Each row of the data describes the seismic activity in the rock mass within one shift (8 hours). A sample screenshot of dataset is as 
shown: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

IV. MODEL 
A. Preprocessing 
Decision trees possess a great characteristic that the input data provided for processing does not require any specific preprocessing. 
Since the trees can choose equivalent splitting points, the results obtained are consistent regardless of any preprocessing technique 
applied on them. Hence, in our system, no explicit preprocessing is performed on the input dataset.  

B. Architecture 
After studying the research already done in this field, we have prepared a generic model which we will use to accomplish the 
purpose of prediction of seismic activities. In order to improve the efficiency of results obtained, the random forest and rotation 
forest classifiers will be trained before actual classification occurs. This training will use the dataset downloaded from UCI 
Machine Learning Repository website which comes under Multivariate category. We propose a system that uses an ensemble of 
classifiers to classify the state. The components of this system will be written in Java programming language. The approach is 
depicted in figure below: 

Fig 2: S enshot of dataset in .arff format 
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Fig 3: System Architecture 

 
The architecture works as follows: 
1) Training dataset is given to the system in .arff extension file. 
2) Training dataset is loaded to train Random Forest Classifier. 
3) Training dataset is loaded to train Rotation Forest Classifier. 
4) After Random Forest gets trained, testing dataset is passed for prediction. 
5) Output of Random Forest Classifier that is, the value of predicted class is stored in a List named ‘randomoutput’. 

 
C. Model Selection 
Model selection was a significant challenge. Being a critical application, it was necessary that we made a thorough research on the 
working, limitations, advantages and other aspects of feasibility study of these classifiers we chose. In the dataset used for our estimation, 
there are instances where the reading of tremors with energy >10^4j is recorded, decision attribute, which generally describes the event as 
hazard or non-hazard by 1 or 0, is either kept null or irrelevant. To deal with such issues, we are using Random Forest which is proven as 
one on the best classifiers to deal with such datasets. Also Rotation Forest is used for better accuracy in prediction. Here is the detailed 
explanation of the classifiers under consideration: 
1) Random ForestRandom Forest is an ensemble classifier that is developed on the basis of majority voting of decision trees. Various 

number of decision trees are generated over bootstrap samples of the training dataset. The final decision is made by aggregating the : 
improved compared to the use of single decision tree. Random forest minimizes the overall error rate and focuses to improve the 
prediction accuracy. Random Forest is developed using 20 number of decision trees, while having each depth of 10 nodes in each 
tree. The pseudo code for randomized tree can be given as: Randomly select “k” features from total “m” features, where k << m. 
mong the “k” features, calculate the node “d” using the best split point.of each randomly created decision tree to predict the outcome 
and stores the predicted outcome (target). 

2) Rotation Forest 
Rotation Forest is another ensemble classifier that instantaneously attains diversity an accuracy. K feature subsets are extracted 
from the original feature space and then Principal Component Analysis (PCA) is applied on each feature subset. Consequently, a 
rotation matrix is constructed with the help of principal components extracted on each subset. The Rotation matrix extends K axis 
rotation which rotates the input resulting in higher diversity. Decision trees are used as base classifier, which exploits the diversity 
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attained through rotation forest. Rotation Forest also uses all the principal components extracted from K subsets, which results in 
achieving better accuracy. The pseudo code for Rotation Forest is as follows: 

 

Fig 4: Pseudo Code for Rotation Forest ensemble method 
 
3) Tool : The tool used to build this system is the WEKA tool. WEKA is a collection of machine learning algorithms for data 

mining tasks. The algorithms can either be applied directly to a dataset or called from your own Java code. Weka contains tools 
for data pre- processing, classification, regression, clustering, association rules, and visualization. Weka uses the Attribute 
Relation File Format for data analysis, by default. But listed below are some formats that Weka supports, from where data can 
be imported: 

a) CSV- Comma Separated Value 
b) ARFF- Attribute Relation File Format 
c) Database using ODBC 

D. Ensemble Classifiers 
The combination of classifiers gives much better performance than individual classifiers. We are implementing an ensemble of 
Random Forest and Rotation Forest that would form decision trees based on the values forming class. This algorithm provides over 
fitting hence unstructured data also forms deep tree. Rotation Forest algorithm gives much smoother boundary to take decision. 
They are also much faster. Thus, when both the classifiers are used as an ensemble, they give much faster performance and accurate 
results. 

V. RESULTS AND DISCUSSION 
The modus operandi used in this system is ensemble, where two classifiers: Rotation Forest and Random Forest are combined for 
implementation. The ensemble of classifiers has proven to improve accuracy of model than a single classifier. In ensemble 
classifier, each classifier's output must be considered for the result. This can be accomplished using widely known methods like 
voting, stacking, averaging, bagging and boosting. In our system voting method is used as it works best for classification in our 
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system. In this method, multiple classification models are created using training dataset. In our system different dataset with 
different algorithm is used to create base model. After these predictions are done for each model and saved in 'List' collections of 
Java. The List consists of prediction class with 1 or 0 value. Here, 1 signifies earthquake predicted for the given instance and 0 
signifies no earthquake. Following table shows the various scenario: 

 
Table III Details of Prediction Class 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 this system for a single instance the output of both the classifiers is considered where the following combination would give the 
specified output with the help of ensemble method majority voting. In majority voting, final output prediction is one that receives 
major votes. In our programming ‘counter’ variables are used for keep count of votes for each instance prediction and final result is 
computed comparing the number of votes. 

VI. CONCLUSION 
Results obtained from this implementation depict that machine learning approaches can play considerable role in predicting seismic 

activities. In this paper, we have proposed a prediction algorithm for dangerous seismic events in coal mines using a combination 
of Random Forest (RF) and Rotation Forest (RoF) classifiers, working with support of WEKA Tool. It was observed that Random 
Forest provides an efficient prediction and Rotation Forest provides an accurate one. The project is highly reusable as many more 
features can be added to system architecture and a system can be developed towards more accurate prediction. Using physical 
attributes we can predict Risk Score. 
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