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Abstract: Recommendation system is used to recommend resources that user may be interested in by mining user interests and 
preferences. The system provides users personalized assistances and information about products or services of interest to support 
their decision-making processes. Personalization deals with adapting to the individual requirements, interests and preferences of 
each user. The main concepts of the Product recommendation is recommending the product items based on user trust, rating 
and review score. Trust is a measure that indicates the usefulness service of products. It reduces the data sparsity problems and 
cold start problems and their degradation of recommendation performance. The proposed system provides the product 
recommendation based on frequent pattern mining algorithm for eliminate the false rating and similarly provide the better 
recommendation accuracy to users. In addition to Linguistic dissimilarity problems will be overcome by using Natural Language 
Processing for build the better review score. 
Keywords:  Recommendation, Support vector model, Frequent pattern mining, Natural language processing. 

I. INTRODUCTION 
The process of data mining is extracting or mining knowledge from big amounts of data. It is used to eliminate available data from 
any larger original data set. It means using single or extra software to analyze information pattern in huge batches of information. 
The objective of the information mining procedure is to remove information at the same time as of the information set and change 
into clear makeup for extra analysis. The real information mining mission is semi-automatic or repeated examination of bulky 
amounts of information to remove earlier unfamiliar attractive pattern such as data record groups (cluster analysis), abnormal 
records (abnormality detection) with dependency (association rule mining, sequential pattern mining ). Data mining has applications 
in many fields such as science and research. Data mining involves effective data collection and storage as well as computer 
processing. In order to separate the information and assess the possibility of future events, data mining uses complex mathematical 
algorithms. Data mining is also known as knowledge discovery in data (KDD).  
In today's digital world, never-ending content is consumed similar to books, videos, articles, movies, etc. Finding your preferred 
content has become a crucial task. On the additional supply, digital content providers want to use as a lot user services as possible. 
This is a recommendation system where content providers recommend content to user base on user preferences. The 
recommendation scheme or recommendation system (RS) is a sub-category of the information filtering system that attempts to 
predict the "assessment" or "favorite" given by the user to the item. This is a revolutionary technology that transforms applications 
from content-based to customer-centric. The capability to collect and calculate information has lead to the appearance of 
recommended technologies and these technologies provide a better understanding of users and customers. The innovation behind the 
recommendation framework has developed into a rich accumulation of tools in recent years that has lured researchers and scientists 
to create perfect referrers [6]. 
The recommendation system is used to recommend resources that the user might be attracted in by mining user interests and 
preferences. The scheme provides users with personalized help and information about products or services of interest to support 
their decision-making process. Personalization involves adapting to user individual requirements, interests and preferences. The 
increasing importance of the web as a medium for electronic and marketable transactions has become a controlling force for the 
increase of recommended system technologies. As users identify, the world is growing at an unmatched rate. Everyone is running 
for their definitive goal. This desire leads to the development of almost every department. Online business is one of them. People 
don't have time to shop from the market, but this is not the goal. People don't even have time to choose objects from a collection. 
This created the bud of online shopping. Now, online shopping has become a huge tree with many branches. The exponential 
growth of the online market, it is clear that competition will also enter this area. Now, the owners of their respective sites need to 
attract their users by providing attractive facilities.  
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The recommendation engine is one of the facilities provided to the user. The recommendation engine is currently the most directly 
recognizable machine learning technology. Users will see services or websites that try to recommend books, movies, or articles 
based on user past performance. They attempt to suppose flavor and preferences and recognize unfamiliar objects. By analyzing or 
learning their preferences or preferences, content is recommended to the user's fingertips. Since the form of product ratings and 
assessment lives, products that people buy from them. Product is part of life. This is a structure of community art. Even if they have 
unusual views on a product, they will gather all types of people. It is also a universal art form, a platform for human beings to 
express and communicate their ideas and emotions. It is very important that it is main resource of returns and employment. Product 
recommendation is an open area of research, unresolved issues and growing social network data. The recommendation system is 
usually used by companies, particularly e-commerce companies such as amazon.com to help users discover items they may not find 
and sell products to potential customers. A good recommendation system can provide customers with the most relevant products. 
This is a highly targeted approach that can produce high conversion rates and make advertising very effective and fluid. Therefore, 
the problem that are trying to study here is how to establish an effective recommendation system to predict the products that the 
customers like most and have the most potential to purchase. Based on some research existing models and algorithms build 
application-specific improvements on them and then design three new recommendation systems, item similarity.  
can be used to guess the rating for a product that a customer has never reviewed, based on the data of all other users and their ratings 
in the system. Product recommendation systems provide information about product and users can calculate different product based 
on other user’s ratings and reviews. Product recommendation systems are important for the big world of daily life. In today’s digital 
life, persons pay more concentration to the recommendation system. The recommendation system is based on the user's preferences. 
The recommendation system is used to recommend resources that the user might be attracted in by mining user interests and 
preferences. 
The organization provides users with personalized help and information about products or services of interest to hold up their 
decision-making process. Personalization involves adapting to each user's personal requirements, interests and preferences. The 
user's preferences or preferences could modify greater than moment and therefore can greatly affect the recommender system. The 
major goals of the organization are: 

A. Provide users with more accurate product recommendations. 
B. Recommend products to users based on changes in the nature of their interests,   preferences. 
C. Develop a new model of product recommendations by measuring trust values for reviews and predicting training sets to 

predict trust. 
D. The proposed system reduces the error rate, resolves language variability issues and recommends product items. 
E. Provide product purchase facilities so that users can purchase products based on ratings. 

II. RELATED WORKS  
The recommendation classification is an efficient solution to solve the problem of information burden. Especially in the online 
world, they often face several options. These systems try to find items such as books or products that most closely equivalent to the 
user's preferences. Based on dissimilar methods to find the user's interest items, it can divide the recommendation scheme into three 
categories. First, content-based recommendation systems use content information to construct recommendations. For example, such 
a system may recommend products to users who are interested in extremely rated products. Second, collaborative filtering 
recommendation systems only rely on the user's past behavior, such as their previous communication or ratings. By comparing this 
information, the collaborative filtering recommendation system finds new items or users for the user. In order to solve the cold start 
problem and various types of attacks, a third recommendation system is proposed, namely trust recommendation system [5]. These 
systems use social media and trust information to construct recommendations, which shows agree in improving the accuracy of the 
recommendations. Most of the traditional recommendation algorithms are based on batch training techniques. In this technique, it is 
assumed that all user ratings are given in the form of a user item matrix. This statement does not apply to real-world online data 
recommendation applications. The user ratings go to the online submission in turn. Whenever a new score arrives, the training 
development is very time overriding. Some product recommendation systems used in the past decades are: 
P. Massa and P. Avesani [1] proposed a trust recommendation system. In this approach use the technique is collaborative filtering 
based recommendation systems suggest user projects they may like. On the other hand, outstanding to the data sparsity of the input 
scoring matrix, the steps to find related users often fail. This paper proposes replacing it with a trust metric, which is an algorithm 
that can propagate trust on a trusted network. It also estimates the weight of dependence that can be used for location similarity 
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weights. In the first step, the neighbors are found and the second step system predicts the score based on a subjective calculation of 
the scores given by the project neighbors. Weights can be derived from user similarity assessments or using trust metrics. The 
results show that trust is extremely successful in solving recommendation system (RS) weaknesses. The method used in this paper is 
a model-based approach. These methods further standardize user-specific functions throughout the understanding of friend-
recommended project intelligent random optimization algorithms. To solve the optimization problem, the proposed process enables 
the user's past ratings to be complete to large social networks. The real-world recommendation process is not reflected in the model 
that affects the recommended quality. The major unfavourable user social network is integrated into the recommendation system by 
decomposing the social trust map. The effectiveness of ratings is not well utilized and the number and size of social networks are 
also increasing with hundreds millions of user accounts. In this work, they are particularly interested in trust relationships and how 
they are used to design interfaces. Trust-based recommendation systems can better handle cold-start users because users only need 
to connect to a trusted network. Trust-based methods are also more effective against fake attacks. On the other hand, the sparsity of 
user project ratings forces trust-based approaches to consider only the ratings of weaker not direct neighbors, which may reduce 
their correctness. In order to solve this problem, a random walk model named trust walker was proposed. Recommendations based 
on trusted and project-based collaboration. Trust walker not only considers the score of the goal item, but also considers the score of 
similar items and increases with the increase in the length of the walking. Another contribution is that trust walker allows us to 
measure recommendations. 
M. Jamali and M. Ester [2] used matrix decomposition technology to discover a social network recommendation process based on 
trust model. Understand the potential characteristics of users, projects and predict user ratings for unknown projects to consolidate 
the spread of trust. The trust-based model focuses on the usefulness of user trust, but ignores the impact of the project rating itself. It 
use an empirical trust analysis algorithm. Focusing on various kinds of information may only bring insignificant benefits in 
predicting accuracy. Users are closely connected to their outgoing trusted neighbors (trustees). This shows that there are similar 
conclusions with the upcoming trusted neighbors (thrusters). It is improved to have a more general trust-based model that works 
well with trust and trust relationships. Model-based disadvantages do not consider the explicit and implicit influence of trust at the 
same time. Further improve the precision of the recommendations and explain well the intuition of the real world. A new social 
matrix factorization (MF) model is proposed. The social MF model addresses the transitivity problem of trust in social networks by 
considering trust propagation in the network. Therefore, the eigen vector of each direct neighbor depends on the eigenvector of his 
direct neighbor. Even if the user does not indicate any rating, his feature vector can be learned through the social network. As a 
result, social MF and cold-start users handle better than existing methods. Collaboration is the most common method of building a 
recommendation system and has been successfully applied to many applications. However, it cannot provide recommendations for 
so-called cold start users who only evaluate a very small number of projects. In addition, these methods do not know what their 
suggestions. The trust-based recommendation method assumes that the trust network between users has additional knowledge and 
can better deal with cold-start users because users only need to connect to the trust network. On the other hand, sparse user project 
ratings force trust-based approaches to consider the ratings of only indirect neighbors with weaker trust, which may reduce its 
correctness. 
T. Zhao, J. Mcauley and I. King [3] this paper proposes a topic-based trust-based matrix factorization decomposition (TMF) 
algorithm based on the decomposition of probability matrix and adopts a multi-faceted trust relationship. TMF mines topics from 
project tags and simultaneously estimates the topic-specific trust relationships between users. Using this topic-specific trust 
relationship can improve the accuracy of recommendations and solve project cold-start issues. This paper presents a factor analysis 
method based on the decomposition of probability matrix. Solve data sparsity, inaccurate prediction and accuracy issues by using 
user social network information at the same time. In particular, users have almost no ratings. It is linear with the number of 
explanation and is better than other methods because it performs better than other methods. Whether or not mistrust information is 
useful. Do not ignore the spread or spread of information between users. In other words, if u and v represents the trust value from 
user u to user v, it may not necessarily be equal to the trust value from user v to user u. Based on this characteristic, the user's trust 
in user v does not guarantee that user v also trusts you to the same degree. Context-dependent trusts are context sensitive. For 
example, technically trustworthy users may not be trusted in astronomy and there is trust between personalizations. Trusts are 
personal property. The degree of one's trust in another person may vary from person to person. Use this property and develop local 
trust. But in global trust, this is equal to the fact that user reputation violates this characteristic. In global trust, each user of all other 
users in the network has only one trust value. 
W. Yao, J. He, G. Huang and Y. Zhang [4] proposed to set up explicit interaction and implicit communication models with users 
and proposed a model to learn the dual role favorite recommended by trust realization. Users in the trust rating network are 
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associated with two dissimilar roles at the same time. "Truster" is a person who trusts others and "Trustees" are people who are 
trusted by others. As a truster, one of them is more likely to be partial by existing ratings or reviews provided by other users' trust. 
Similarly, as a trustee, contributions (ratings or comments) will therefore affect other trusted individuals. The user's two roles may 
have different preferences. For example, for digital product experts who only want to learn, they are extra likely to trust a large 
number of chefs and are also trusted by many consumers of digital products. Therefore, considering the user’s preference for the 
project, it may be realistic to consider the truster and the trustee priority. This paper proposes a new social recommendation method. 
It uses formalization to capture the potential social relationships between users. This is based on conventional gradient descent 
optimization. Quasi-Newton algorithm (QU): Very effective and efficient for social recommendation tasks. Consider the 
relationship between projects by considering category information. The recommendation system attempts to suggest items that may 
be of interest to the user (movies, products, books, music, news, web pages, images, etc.). In general, the recommendation system is 
based on collaborative filtering and automatically predicts the interests of active users by collecting rating information from other 
parallel users or projects. The basic supposition of collaborative filtering is that active users will like items that similar users like. 
Based on this simple but effective perception, collaborative filtering has been widely used in some well-known large-scale 
commercial systems. 

III. SYSTEM OVERVIEW 
The product recommendation engine has become a key aspect of e-commerce website design. In order for your website visitors to 
have a single shopping experience, it is significant to create your commercial website as interactive, nice-looking, suitable and 
fitting as likely. Addition a product recommendation engine is important decision you make to help your company improved talk 
with customers. The product recommendation engine can provide a lot of benefits for digital marketing. It allows your consumers to 
love your site and make it their favorite e-commerce site to purchase. Conventional social recommendation algorithms are usually 
based on group batch learning methods. This batch machine learning method is affected by some key limits. For example, while a 
new user rating arrives, a very expensive model retraining price cannot capture user preferences greater than time change. Therefore, 
it is necessary to adapt the social recommendation organization to real-world online applications where data regularly arrives in 
succession and user preferences may change energetically and quickly. Existing systems have some problems which are: Trust is 
like to usage factors, not trust and does not investigate associations with social network users and trust characteristics. In the past 
few decades, many product recommendation systems have been developed. Most product recommendation systems are based on 
content-based filtering and collaborative filtering. The content-based idea is based on the user's past history or content description. 
Collaboration-based filtering uses similarities between users. For example, trust SVD++ [3] is a collaboration-based 
recommendation system. Some methods use hybrid collaboration and content-based filtering. ORBIT [4] is an example of a mixed 
proposal. Most recommendation systems are based on three categories. The only dissimilarity is the algorithm used to recommend 
the system. There are also recommended systems based on group guidance techniques. In group processing, all data is processed in 
group mode [3]. In such a recommendation system, the user's profile is expressed based on their preference for items in the system. 
The similarity in project preferences is usually calculated by simple mathematical functions, such as scalar dot products between 
user project preferences (if project preferences are modeled as vectors). The user's views do not agree with or agree with any group 
of people and therefore do not benefit from collaborative filtering. Drawbacks of existing system are Data sparsity: The number of 
projects exceeds the number of users. It's inflexible to find projects with enough people to score. Time consumption: Whenever a 
new score reaches the serious guidance method requires more time to train the data, the score often arrives. Data size: If the size of 
the data is too large, it is very difficult to process all the data in batch mode. Dynamic changes: The rating is given by the user. The 
user's preferences will change over time. Dynamic changes in user preferences will make the system worst and will not deal with 
this change. 
The proposed system is a new framework of online social product recommendation system is designed to recommend product items 
based on user trust and user ratings. It is a new system based on the project conceptual model and NLP (Non-Language Processing) 
linguistic tools to improve the trust value. FP (Frequent Pattern mining algorithms) can be used to extract concept frequencies and 
can be added to the project concept matrix. It can also be considered readability, integrity, emotions and other language features to 
build scores. Both of these parameters will improve the rating process of the recommendation system. The first contribution is to 
conduct an empirical trust analysis and observe that trust and scores can complement each other. The second contribution is to 
propose a novel trust-based recommendation method (trusted SVD ++) that includes (explicitly and implicitly). The third 
contribution is to conduct extensive experiments to evaluate the effectiveness of the proposed method in two different types of test 
views for all users and cold start users [4]. The Trust SVD method elaborates on the formalization of the model and the empirical 
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evaluation of learning. It is recommended to trust SVD, a trust-based matrix decomposition technique for recommendation. Trust 
SVD integrates multiple sources of information into the recommendation model to recommendation algorithm SVD ++ (which uses 
the explicit and implicit impact of the evaluation project), further combining the project of the trusted and trusted user to explicitly 
and implicitly affect the active user's project.  The proposed technology is the first to extend SVD++ with social trust information 
reduce data sparsity and cold-start problems and their recommended performance degradation. The analysis of social trust data from 
four real-world datasets shows that in the recommendation model, not only the explicit effects of ratings and trust should be 
considered, but also implicit effects should be considered. Therefore, the trust SVD builds on the most advanced [7]. 

 
Fig.1 Architecture of the proposed system 

IV. SYSTEM DESIGN 
A. Modules and Their Functionalities 
The trust based product recommendation consists of three modules 
1) Admin Module: The main part of the proposed system is the management module. The administrator controls the whole process 

of the system. The user is rating to the products. This score is stored as a product matrix. The product user matrix consists of 
ratings given by the user to different products. If the user does not have a rating for the product, this field contains a value of 
zero. It is also possible to use another matrix called a preference matrix, in which user preferences containing preference values 
obtained from the scoring matrix change frequently according to their preferences or interests. Human ratings for products in 
this situation can be incorrect because humans can easily make incorrect ratings. So the recommendation obtained directly from 
the user rating is not an accurate method. The SVM algorithm is used to recommend product items based on user trust and 
ratings. Support vector machines are mainly used for data classification and prediction. First generate a project scoring matrix. 
The SVM is used for data classification and prediction. First generate a project scoring matrix. It contains each user's rating for 
each item. Then the user's rating prediction is generated and the scoring values are divided into different groups [1]. The rating 
value can be divided into five values, such as one, two, three, four and five values calculated using some equations. The next 
step is to calculate implicit and explicit trust. After forming a linear equation and calculating the trusted user's rating and trusted 
user value. Then use the SVM algorithm for model learning. Modern learning is used to learn each user's evaluation. Use 
reviews and ratings to recommend product items to users. The main concept is based on the user's trust and evaluation of 
recommended products. 

B. Support Vector Machines 
Support vector machines are based on the idea of choice planes that define decision boundaries. A decision plane is a decision plane 
that separates a group of objects with different class memberships. Support vector machines are supervised learning models with 
related learning algorithms that examine data for classification and regression analysis. The support vector machine training 
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algorithm establishes a model that assigns a new occurrence to a class or another class, making it a non-probabilistic binary linear 
classifier for SVM in probabilistic classification. In addition to performing linear classification, SVM can also use nonlinear 
techniques to perform nonlinear classification using so-called core techniques and implicitly map its input into high-dimensional 
feature space. Support vector machines (SVMs) have recently gained prominence in machine learning and pattern classification [5]. 
Classification is achieved by implementing a linear or nonlinear separation of surfaces in the input space. In support vector 
classification, the separation function can be expressed as a linear combination of kernels. Support vector machine algorithms can 
converge to precise solutions and effectively calculate an error. The algorithm works by adding one point to the current data set at a 
time. The algorithm calculates the change of conditions for each current data point. If the size of the current data set is n and the 
number of support vectors, then the algorithm must perform model learning operations to increase the next point. The advantages of 
SVM are: The support vector machine provides a good sample outreach, Flexibility, SVM provides a unique solution because the 
optimality problem is convex, Support vector machines can help deal with nonlinear and non-monotonic problems. 

C.  Frequent Pattern Mining 
Frequent Pattern Mining (FPM) is a basic task in data mining and has many applications in many fields [1]. On the other hand, an 
important limitation of FPM is that it assumes that an item cannot take place more than once in each transaction and all items have 
the same importance (eg, weight). These assumptions do not apply in many actual life situations. For example, consider a customer 
transaction database that contains the quantity of purchased items and their unit information. If the FPM algorithm is applied to this 
database, they may find many frequent patterns, resulting in low profits and cannot find less frequent patterns that produce high 
profits. In order to solve this problem, the problem of FPM has been reduced because efficient mode mining does not consider 
sequential ordering of items in a transaction. In FPM, a popular alternative to consider the sequential mode of confidence is to mine 
order rules [3]. The FP-growth algorithm is the most famous algorithm that can be used for frequent pattern mining. Because it is 
part of data mining, the idea of applying frequent pattern mining algorithms to various fields of research is applied. This frequent 
pattern mining algorithm, frequent pattern types and extensions mining association rule mining algorithm, rule generation. The goal 
is to efficiently calculate large amounts of data. The basic roles of association rules mining, classification, clustering and other data 
mining tasks. Frequent pattern mining is a form of association rule mining. Association type rule mining: positive association rules, 
negative association rules, constraint-based association rules. Finding fraud ratings can be added to previous methods to eliminate 
anomalous ratings. This will also produce better recommendation accuracy. Frequent pattern-based mining algorithms can be used 
to eliminate false ratings. It will provide meaningful suggestions. The basic idea is to reduce false ratings and improve the accuracy 
of recommendations. Error ratings can be eliminated by using frequent pattern mining algorithms. The product item is often selected 
first. It will use similar brands, prices, companies, names and project names. Then performing an error rating can be eliminated by 
using association rule mining. The advantage of frequent pattern mining is: Frequent pattern mining applications have been applied 
in many different areas, including shopping baskets and risk analysis in the environment. 

D.  Natural Language Processing  
It is a new system with project conceptual model and NLP-based language tools to improve the trust value. Use natural language 
processing to avoid linguistic differences. Language features such as readability, integrity and sentences can be used to construct 
review scores. Overcome language differences by using comment scores. Each user can purchase different merchandise based on 
the trust and evaluation of the purchased merchandise after the user reviews the purchased product. All user reviews may be good or 
bad, because they generate language problems such as readability, integrity and sentences, all of which are checked after the scoring 
score is generated. It will perform comprehensibility, level of detail, emotions, punctuation, cognitive indicators, language results, 
comment repeats, noun counts, adjcount, pre-count, combination, verb count, adverb count, pronoun count, visual count, auditory 
state tauditory digital count motion count, no sentences, no words, no sentences, no words, nochars number, long word counts all 
pcount, upprltr counts, difference counts fill counts ad hoc counts leisure counts insights count counts action counts excluded counts 
build upon good or bad. This is mainly used to overcome language problems. Advantages of  natural  language processing is: 
Understandability, Readability, Completeness. 

E. User Module 
The user module is mainly used for different users. But the main part of the system is the user. Each user can purchase items in the 
shopping cart. Used to display purchase items in the purchase form. All processing results are displayed by the user. The user only 
provides the user with a system rating based on this input recommendation product. Users can use the product name to view the 
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product and also view the shopping cart. The main problem with the recommendation system is the cold start problem. The 
proposed system overcomes the cold start problem. A new project is a proposal system proposed by the supplier that provides 
facilities for viewing the product to the user. In addition, products are recommended for new users who are entered into the system. 
They can also see the ratings given by other users. It is used to add different trust relationships. The average out-going social 
neighbors of user ratings and trust relationships in social relationships were weakly positively correlated and strongly correlated. 
Truster user directly trusts the user to add the trustee’s product. The trustee does not trust the product directly. This type of trust is 
based on friend or neighbor recommendation. The Add Trust User form is used to display all the trusted users. Recommend 
recommended products to users based on ratings. So it will reduce false rating of a product. Then recommending movies to users 
based on SVM algorithm and Frequent pattern mining algorithm.  

V. VENDOR MODULE 
In this system the supplier module is used for different suppliers. Different suppliers can enter their product details such as available 
products, product prices, product quantity, product image, product brand. Administrators can allow vendors to publish their products. 
Then they can edit the details and delete the details. They can also view user ratings and reviews and feed back to different products. 
Store product from different vendors in this system. The product management system in the supplier can manage its available 
products. Vendors can view ratings of all products given by users. 

VI. RESULTS AND ANALYSIS 
A. Results 
The experimental results of the proposed system regularization of the user rating model and trust model for online product 
recommendation systems. The system that uses the operating system for windows 10 and windows platforms here is c#.net. And the 
database created is a SQL server. The proposed system is using synthetic data for results assessment. Synthetic data is developed 
data. The synthetic data is created to attain specific needs or specific criteria that may not be establish in the original real data. 
Synthesizing data is very helpful for designing any type of system because this data can be used as a simulation. The proposed 
system runs an online product database on synthetic data. 
The proposed system is implemented using three modules and different sub-modules. The system's input is the user's rating of 
different products. All processes are applied to this input Calculate the average score and social relations. Both of these features can 
be considered as an optimization problem. Support vector machine algorithm is used to solve the recommendation problem and 
recommend products to users according to similarity and score. Frequent pattern mining algorithms propagate to reduce false ratings 
and recommendations are performed accurately. Finally, it is recommended to perform based on natural language processing. NLP 
is used to overcome language problems. Overcome language problems by using better review scores. This is a bad review of a 
product item that was found to be good or recommended to the user. 
1) Recommendation Based on SVM Algorithm 

 
Fig.2 Recommendation based on Support Vector Model algorithm 
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2) Recommendation Based on Frequent Pattern Mining Algorithm 

                                          
Fig.3 Recommendation based on Frequent Pattern Mining Algorithm 

3) Natural Language Processing based on Reviews 

 
Fig.4 Natural Language Processing based on reviews 

VII. ONLINE PRODUCT BOOKING 
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Fig.5 Product booking 

B. Analysis 
This system shows accurate product recommendation to users based on their preferences. It also shows analysis based on algorithms 
which are used in the system. Also shows different products and their average ratings. Also analyses Frequent Pattern Mining 
Algorithm and Natural Language Processing are performed on synthetic data.  
1) Analysis: Products, Ratings and Reviews: This analysis shows different product id and average ratings of this products. Rating 

is lies between 0-6. In the proposed system 3 features of products are considered for ratings. This 3 features have raring scale 
from 0-6. Fig.5.5 shows products id and their average ratings. 

 
Fig.7 Products id and their ratings 

 
2) Analysis of Frequent Pattern Mining Algorithms: This analysis gives frequent item sets values of different products and each 

user supporting the items, brand and price. Frequent items can be calculated by using association rule mining and sequence 
items. After calculated the ratings products and purchased items of each user. Fig.8 shows the each item supported by each 
user’s. This analysis shows the better recommendation result. This means that Frequent pattern mining is used for reduce the 
false ratings of products. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

                                                                                                                Volume 6 Issue V, May 2018- Available at www.ijraset.com 
     

710 ©IJRASET: All Rights are Reserved 
 

 
Fig.8 Product item with pattern support values 

 
3) Analysis of Natural Language Processing: The graph shows number of review count and good either bad reviews. Here trial 

number represents how many times each user will view the recommendations using natural language processing. In this 
analysis each bar shows number of review counts and good either bad reviews Natural language processing build the better 
review scores because it solve the language problems such as completeness, understanadability, better readability. Fig.9 shows 
good either bad review by using NLP. 

 
Fig.9 NLP based review classification 

VI. CONCLUSION AND FUTURE WORKS 
The proposed system is a product recommendation system based on user rating and review score. The main goal of this system is to 
provide more accurate recommendation based on user’s interest. Proposed system introduced support vector model. It will providing 
recommendation for users based on ratings. Frequent Pattern Mining Algorithm is used to eliminate the false ratings. Also use 
optimization method for recommendations. This system also provide the facility of buying products. Linqustic dissimilarity problem 
overcome by using natural language processing for build a better review score. This also opens new possibilities for future work, 
including: To use another method for less time consumption ,to introduce another language processing method for reviews. 
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