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Abstract: With the progression in innovation and in addition in sports, predicting the results of a match has turned out to be so 
basic. Cricket is one of the most popular and most watched team games in the world. We are predicting the result of a One Day 
(ODI) cricket matches using machine learning concepts such as supervised learning to predict the champs of the matches. We 
utilize career statistics and also the team performances such as batting and bowling performances in order to train the models. 
However, the unpredictable rules governing the game, the capacity of players and different parameters play an essential part in 
influencing the ultimate result of a cricket match. Therefore we are using supervised learning algorithms to predict the outcome 
of the game and it will help the coaches of the team to learn and analyse where actually the team is going wrong and the area of 
the improvement. So in this paper we are using four types of machine learning algorithms and as well as we are comparing with 
each other in order to get the best results. 
Keywords: Supervised Machine Learning, Logistic regression, support vector machine, Decision tree, Bayes point machine 
binary classification model. 

I. INTRODUCTION 
Cricket is one of the most popular sports in this planet. Various natural factors affecting the game, tremendous media scope, and a 
huge betting market have given strong incentives to model and train the game from various perspectives. However, the complex and 
different rules governing the game, the ability of players and their performances on a given day, and various other natural 
parameters play an integral role in affecting the final outcome of a cricket match. As the technology is growing at a faster pace and 
the huge market in betting and huge demand for cricket has influenced the general population to utilize machine learning 
calculations to predict  the results of cricket matches. Use of machine learning and data science makes life easier in every aspect, 
using machine learning and predicting the outcomes before the match will allow the players as well as the coaches to analyse the 
improvement areas. we adopt numerous machine learning concepts and algorithms in order to predict the winner of the cricket 
matches. And machine learning is booming and machine learning is firmly identified with (and frequently covers with) 
computational insights, which also focuses on prediction-making through the use of technology. It has solid connections to 
numerical improvement, which conveys strategies, hypothesis and application areas to the field. Machine learning is some of the 
time conflated with data mining where the latter subfield concentrates more on exploratory information analysis and is known as 
supervised learning. 
The major contribution of our paper are as follows: 
1) To predict the winner of ODI cricket matches, we propose a novel dynamic approach to reflect the changes in player 

combinations. 
2) Using machine learning supervised learning algorithms to predict the outcome of the matches. 
3) various models in order to check which model has better efficiency and which algorithm gives the accurate or best results.  
 

II. METHODOLOGY 
In this section, we explain our approach to the problem in detail, including the definitions and the mechanism of various algorithms 
used to model the teams in order to predict the cricket matches and to find out the best algorithm. 
We use four supervised algorithms in order to predict the results of an ODI cricket matches. We have a dataset downloaded from 
cricinfo website which has almost 5000 records. Each record has its attributes as, the name of the home team, name of the opponent 
team, match results, toss results, margin by which the team has won, match location, match date. So, we basically use  four main 
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and major attributes which contribute to the predicting of the game results, the four attributes are, the name of the home team, name 
of the opponent team, match results, toss results. 
Machine learning is firmly identified with (and frequently covers with) computational insights, which also focuses on prediction-
making through the use of technology. It has solid connections to numerical improvement, which conveys strategies, hypothesis and 
application areas to the field and machine learning is further divided into supervised learning and unsupervised learning. In this 
paper we just use supervised learning algorithms such as Logistic regression, support vector machine, Decision tree, Bayes point 
machine binary classification model. 
We use supervised learning algorithm because Supervised learning is where you have input factors (x) and a output factor (Y) and 
you utilize an algorithm  to learn the mapping function from the input to the output. The objective is to surmised the mapping 
capacity so well that when you have new input data  (x) that you can predict the output factor(Y) for that data. And we do not use 
unsupervised learning algorithms in this paper because Unsupervised learning is the place you just have input information (X) and 
no comparing yield factor The objective for unsupervised learning is to model the underlying structure or distribution in the 
information so as to take in more about the data. These are called unsupervised learning on the grounds that unlike supervised  
learning above, there is no right answers and there is no educator or proper teacher. So, this is the reason, we use supervised learning 
algorithms.  
We use different supervised learning algorithms such as Logistic regression, support vector machine, Decision tree, Bayes point 
machine binary classification model. 

 
Figure 1: Architecture of cricket predictions using various machine learning algorithms. 

A.  Decision Tree 
A decision tree is a decision help device that uses a tree-like chart or model of decision and their conceivable results, including 
possible outcomes, asset expenses, and utility. Decision tree is a kind of supervised learning calculation (having a pre-characterized 
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target factor) that is mostly used in classifications. It works for both categorical and continuous input and output factors. In this 
procedure, we split the populace or test into at least two homogeneous sets based on most critical differentiated input factor. 
B. Support Vector Machine 
A support vector machine  is a supervised machine learning algorithm which is used in classification or regression environment .In 
any case, it is for the most part utilized as a part of classification issues. In this calculation, we plot every data thing as a point in n-
dimensional space (where n is number of highlights you have) with the estimation of each element being the estimation of a specific 
facilitate.  At that point, we perform grouping by finding the hyper-plane that separate the two classes exceptionally well. At the 
point when information are not named, supervised learning isn't conceivable, and an unsupervised learning approach is required, 
which endeavors to find natural clustering of the information to groups, and afterward outline information to these formed groups. 
The support vector clustering applies statistics of support vectors, created in the support vector machines calculation, to arrange 
unlabeled information, and is a standout among the most generally utilized clustering calculations in mechanical applications. 

C.  Logistic Regression 
Logistic Regression is a classification supervised learning algorithm. It is utilized to foresee a binary result (1/0, Yes/No, 
True/False) given an arrangement of autonomous factors. To represent binary/categorical outcome, we utilize sham factors. You can  
think of logistic regression as a special case of linear regression when the outcome factor  is categorical, where  we are utilizing log 
of odds as reliant factor. In straightforward words, it predicts the likelihood of event of an occasion by fitting data to a log it 
function. The binary logistic model is utilized to evaluate the likelihood of a binary response based on  at least one indicator (or 
independent) factors (features).It enables one to state that presence of a risk factor expands the chances of a given result by a 
specific factor. The model is a probability model and not a classifier. 

D.  Bayes  Point  Machine Binary Classification Model 
The algorithm  utilizes a Bayesian approach to linear classification called the "Bayes Point Machine binary classifier ".This 
algorithm productively approximates the theoretically  ideal Bayesian average of linear classifiers (regarding speculation execution) 
by picking one "normal" classifier, the Bayes Point. Since the Bayes Point Machine is a Bayesian grouping model, it isn't inclined to 
over fitting to the training information. 
We use a microsoft tool that is microsoft azure ml cloud which is a open source tool in order to train the models and to obtain the 
accuracy of the mentioned models likewise predicting the outcomes of the ODI matches. 
Steps used in training each model and then calculating the accuracy of each model: 
1) Use a dataset and import the dataset into microsoft azure and the dataset should be in .csv format. 
2) Now split the data into two parts, as training dataset and the testing dataset. We use 70% of the data for training and the 30% of 

the data  for testing. The splitting of the data is been done in order to find out the accuracy of the algorithm. 
3) Now we use the supervised learning algorithms like decision tree, support vector machine algorithm (svm),logistic regression 

,bayes point machine binary classification model. 
4) The above mentioned algorithms are used to train the model, training is been done separately and every step in training of each 

model is not linked. We have to train the models using the previous match results, so select the option train using results. 
5) After the process of training we now have to compare each value obtained after training to the testing data and this process is 

done by an option called score model in microsoft azure ml cloud. 
6) After the process of scoring we have to visualize the results, in order to visualize the results we have an option called evaluate 

the model, evaluating the model will give us the results of the number of true-positive, true-negative, false-positive values, 
false-negative values. 

7) The ROC curve is also obtained after evaluating the various models. The ROC curve is made by plotting the true positive rate 
(TPR) against the false positive rate (FPR) at different limit settings. This curve is basically used  to determine the accuracy of 
the algorithm. 

8) The accuracy of the algorithms are also obtained in order to compare the algorithms to check which algorithm is more efficient. 
9) Now, to predict the future we add a predictive experiment azure. Predictive experiment allows us to predict the winner of the 

future matches by giving the names of the source team and the opponent team. 
10) We obtain the results of the winning team and also we obtain the accuracy of the predictive experiment. 

E.  Simulation Tool 
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Microsoft azure ml cloud 
Microsoft Azure is a distributed computing administration made by Microsoft for building, testing, deploying, and overseeing 
applications and services through a worldwide system of Microsoft-data farms. It gives programming as a service (SaaS),platform as 
a service(PaaS) and infrastructure as a service (IaaS) and supports a wide and various range of programming dialects, apparatuses 
and structures, including both Microsoft-specific and third-party software and frameworks. Microsoft Azure Machine Learning 
(Azure ML) benefit is a piece of Cortana Intelligence Suite that empowers predictive analytics  and connection with information 
utilizing natural language and speech through Cortana. In this paper the simulation tool used for analysis is microsoft azure ml cloud 
which is highly preferred by research communities.  

Simulation parameters are as follows: 

Platform Cloud Platform  

Simulation time 80 SEC 

No. of algorithms 4 

Internet availability Yes 

Data storage Cloud 

Algorithms 1 Decision tree 

Algorithms 2 Support vector machine 

Algorithms 3 Logistic regression 

Algorithms 4 Bayes point machine 
binary classification  

 
III. REQUIREMENT ANALYSIS 

A. Functional Requirements 
1) Product Perspective: The product is based on Analysing using machine learning techniques such as supervised learning 

algorithms to predict the outcome of cricket matches.  
2) Product features: Analysing using data mining techniques such as supervised learning algorithms to predict the winners of the 

ODI cricket matches.  
3) User characteristics: The user is just need to select the two teams to predict the winning team. 
4) Assumption & Dependencies: This mainly depends on the size of the data that is to be analyzed and the type of the model been 

implemented. 
5) User Requirements: The best data analytics results will be obtained without any limitations ,the user is just need to select the 

two teams to predict the winning team. 
 
B. Non Functional Requirements 
1) Efficiency: Using data mining models are very fast as data mining and machine learning are the new technologies which are 

used to predict some kind of output with the given data sets as inputs. 
2) Reliability: It is reliable until and unless the data is so huge and complicated and is difficult to process. For the large raw data 

we have to implement big data to convert that raw data in information. 
3) Usability: It can be used in predictions of ODI cricket matches as they will help the coaches and the players to analyze the area 

of improvement. 
Given the size of the betting industry around the world, there are clearly monetary gains for anyone with access to predominant 
forecast systems, whether through working with betting companies, selling predictions to professional gamblers or personal betting. 
In this report we create machine learning models keeping in mind the end goal to anticipate results of the ODI cricket matches. 
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Principal component analysis  was additionally evaluated as an approach to enhance the execution of the models. Use of machine 
learning and data science makes life easier in every aspect, using machine learning and predicting the outcomes before the match 
will allow the players as well as the coaches to analyse the improvement areas. For betting industry this model and the probability 
figure will be very useful for better in deciding which team will win and how much to bet. This will help the team coaches, 
management to analyze at which situation team needs to improve and can also decide the batting order and bowling changes. 
Amount of bet and team can be decided based on this probability and lot of money can be made. 

IV. EXPERIMENTS AND RESULTS 
1) Dataset: To recover all the required statistics, the whole dataset has been scratched from the cricinfo website. The dataset 

incorporates all the matches played between 19th century and 20th century. The dataset contains the fundamental match points 
of interest counting the two contending groups, the outcome of the toss, the date when it was held, the venue and the winner of 
the match for all the matches. Since the effect of the nature on the game can't be anticipated, a sum of 109 matches which were 
either hindered by rain or ended up in a draw/tie, have been expelled from the dataset. Finally, we divided the dataset into two 
parts, namely, the test data and the training data. The training dataset contains the 70% of the data from our dataset and the test 
dataset contains 30% of the data from our dataset. There are a total of 3500 matches in training dataset and 1500 matches in test 
dataset. 

2) Binary Classifiers: Using various algorithms and numeric features and the results of the matches we assessed an extensive 
number of binary classifiers utilizing their scikit-learn executions to create  supervised classification models, including support 
vector machine, decision tree, logistic regression, Bayes point machine binary classification. Using the information of future 
matches to anticipate the result of past matches is foolish. Subsequently, we couldn't complete any kind of cross-approval 
methodology as it would  interfere with the chronological order of the data. d The only barrier  we faced while evaluating our 
approach is the inability to compare against previous model due to the different types of datasets used. ed. Our dataset does not 
have some of the features used by them. For instance, we do not have the details on the timings of the matches (day/night). The 
results are tabulated in Figure 2.The predominance of our model against the others demonstrates the significance of the 
combination of various features used. The best algorithm or the model according to our experiment conducted is, bayes point 
machine binary classifier as it has gained more accuracy as compared to other models. Other models used in this experiment are 
also good enough to give accurate results but the accuracy level of the algorithm bayes point machine binary classifier is more 
as compared to other models.      

 
Figure 2: Accuracy of different algorithms used 
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V. CONCLUSION 
The paper addresses the  problem of anticipating the result of an ODI cricket match utilizing the insights of 5000 matches. The 
curiosity of our approach lies in addressing to the issue as a dynamic one, and utilizing the results of the previous matches as the key 
element in predicting the winner of the match. We watch that simple highlights can yield exceptionally encouraging results. 
Predicting the winner of the matches using different supervised algorithms is been achieved and now we can predict the upcoming 
matches. There might be some more algorithms coming in future which give better results then used in this paper. But the best part 
is we are now predicting the future events just by using the technology and the computers. 
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