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Abstract: The active storage system collects and then implements the application code for large amounts of data by using the 
unused processing power of the storage nodes. For computer applications, the performance might not be that good due to less 
processing power of the storage devices. It provides a method to reduce the data transfer between storage system and the parallel 
file system nodes. Various data processing operations can be implemented directly on the parallel file systems storage nodes. 
This is made possible by the general purpose server and the operating system using memory resources of the underlying 
processor and storage nodes 

I. INTRODUCTION 
Improvements in the field of storage technologies such as high storage capacity and cost effectiveness, and have made it possible to 
build systems of high power by integrating thousands of compute nodes and storage nodes. However, for large-scale simulations 
that use the nodes, the efficient management of increasing volumes of data still remains a challenging problem because the transfer 
cost of moving the data between the processing nodes and the storage devices has not improved as compared to the disk storage 
capacity. The approach to minimize the bandwidth requirements between storage and computing devices that to move the process of 
computation closer to the storage devices.  One way to take the advantage of the underutilized CPU in the storage nodes is that to 
extend the concept of traditional active disk to the parallel file systems of high performance architectures. This approach in the 
context of the parallel file systems is called ACTIVE STORAGE. There are two important differences with respect to the old 
storage device mechanism. They are: 

A. The modern storage devices are now full-fledged computers, 
B. Linux operating system includes a feature-rich environment  

Active Storage process makes it possible to reduce the movement of data between the computing device and storage node hence, it 
manages the overall network traffic. By performing data processing at the source node, there is no need of transfer of data between 
file system servers and computer nodes. Active storage often targets the applications at I/O stages that involves independent data 
sets. For example, it can be used to process on-line or off-line data, output files from scientific simulation runs. Some examples 
active storage system includes:  By implementing the above mentioned operations for the storage nodes, we not only achieve the 
benefits with respect to the resource usage but it can  also  have huge impact on the scientific data usage  patterns by the storage 
node and it could be achieved by implementing input/output tasks which are necessary for the  application to work. As we know the 
concept of Active Storage is widely used, a scalable and flexible mechanisms needs to be developed that allows applications to use 
various algorithms and data processing patterns. 

II. ARCHITECTURE 
For the modern day computing systems, basically there are two ways to deploy storage and compute the nodes. The first way is that 
we deploy storage nodes from the compute nodes separately. It provides highly parallel I/O and is used mainly where there is a need 
high performance from the computing system. The second approach is that to implement storage as well as compute operations on 
the same node, which is used in case of Map Reduce and Hadoop file system. The processing Kernels are designed in such a way 
that various components of the storage system can function independently. They are called by the Active Storage (AS) component 
which is a helping process when it comes to active storage of input/output operations is done. The abstraction of the local 
input/output API is done from parallel file systems. It provides a method that abstracts local and reads local data for the Kernels to 
process the data.  

A. The Dynamic Active Storage System Works as Follows 
1) First the applications pass input/output requests to the Active Storage Client and then the Active Storage Client analyses the 

transfer cost of the operation by analysing how the requested data and data pattern are distributed within a storage node.  
2) If the particular operation requires more bandwidth than expected, the request will be served as normal request instead of an 

active storage request. 
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3)  If the request is considered as an active storage request, then it gets transferred to the storage nodes through parallel I/O APIs.  
4) In the meantime, the dynamic active storage calculates how the data is being distributed by taking into consideration the data 

dependence. Then arranges the data in such a way that data movement is minimized among the storage servers. A helper 
process is then called process kernels to carry out static computations. 
 

III. APPLICATIONS 
Active Storage media can be used in many ways. Some of the following applications include: 

A. Redundant Array of Independent disks (Raid) 
Redundant Array of Independent Disks (RAID) is a data storage virtualization technique that combines many levels of physical disk 
drive components into one or more logical units. 

B. The Main Goal of RAID is 
1) To minimize the data redundancy of the storage system 
2) Improve performance of the storage system or both.  

Distribution of data across the RAID levels, depends upon the required level of redundancy and performance. The different data 
distribution levels, are called as “RAID" followed by a level number, for example RAID 0 or RAID 1. Each RAID level offers a 
different goals such as reliability, availability, performance, and capacity. The data is place on multiple disks in RAID technology 
and it allows the input/output operations to overlap in a balanced way and thus improves performance of the storage system. 
Because RAID uses multiple disks there is also an increase in the mean time between failures (MTBF and thus data redundancy 
increases fault tolerance. In a single-user system where there are  large set of records, such as medical or other scientific images, , 
the RAID stripes are assigned smaller values such as 512 bytes. This is done so that a single record can be easily be accessed by 
reading data from all the disks at the simultaneously.  In a multiuser system, there is a better performance as compare to the single 
user system and it requires that the RAID stripe should be wide enough to hold maximum record. Thus the concept of allows 
overlapped disk input/output operations are employed the across drives.  

C. Network-Attached Storage (NAS) 
Network-attached storage (NAS) is a file storage server that is connected to the physical device  by providing access to the by 
a  heterogeneous group of clients.NAS systems have one or more storage drives that are arranged in logical storage containers form 
or RAID.NAS storage system is not  responsible for the files that operates on other servers using  the same  network. Various 
network file sharing protocols are NFS, SMB/CIFS, or AFP.  A NAS computer unit is connected to a network that enables only file-
based storage services to other devices on the network. Although it is technically possible to run other software on a NAS unit, but it 
is not designed to functions as a general-purpose server.  
For example, NAS units are controlled and configured over the network, using a browser and do not have a keyboard or display 
For personal use, NAS storage is often used for storing multimedia files and for automated backups. Many smart 
homes technologies employ NAS providing centralized storage for smart devices, surveillance systems and other Internet of 
Things (IOT) and other components of the home. 

D. Storage Area Network (SAN) 
A Storage Area Network (SAN) is a high-speed network through which access is given to block-level network connected to storage 
device. SAN systems comprises hosts, switches and storage devices that are interconnected using a various technologies and 
protocols.  
A SAN first establishes local connection between the storage devices and the host storage device. The connection of storage device 
to a host is accomplished by the use of different types of virtualization such as desktop virtualisation, server virtualisation, and 
network virtualisation etc. 
The main functions of a storage area network (SAN) includes the following: 
1) A network of high-speed storage devices. 
2) It establishes connections the storage devices and servers. 
3) Applications on networked servers can access SAN. 
4) It provides data backup and disaster recovery. 
5) Management tasks can also be simplified using SAN. 
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6) Flexibility, efficiency, reliability availability and performance are some of the key features of SAN. 
 

IV. MECHANISMS 
A. Remote procedure call (rpc) 
In RPC program on one computer on a network makes a remote call in order fetch to a program on another computer on 
the same/different network without having the network's details. The RPC protocol is a protocol that is used for point-to-point 
communication within or between software applications. An RPC is also called a subroutine call.  
1) The client calls a client stub passes parameters to the stub. 
2) The client stub packs the parameters in form of a message. Packing includes converting parameters into a predefined format and 

also copy each parameter in form of a message. 
3) Then the message is send to the transport layer by the stub, which is again sent to the remote server of another machine. 
4) The transport layer of the server then passes the message to server stub, which unpacks the parameters and then server routine is 

called and further processing is done using the regular procedure call mechanism. 
5) When the server process completes, the parameters are passed to the server stub, which then packs the parameters in form of a 

message. Then the message is handed to the transport layer by the server stub. 
6) The transport layer of the server sends the result back to the transport layer of the client, which then passes the message back to 

the client stub. 
7) The client stub unpacks the return parameters and executes the process. 

B. Ibm Netezza 
IBM Netezza is a tool that is used to design high-performance data warehouse applications and modern analytics applications which 
is used for enterprise data warehousing, business intelligence, predictive analysis and continuity of business.  designed to handle 
very large queries from multiple users. It is divided into two tiers, we will discuss them in detail. The first tier is a Linux SMP host 
and the function of first tier is to compile data and query tasks that are being received from business applications and then it 
generates query execution plans. Then the query is divided into a series of sub-tasks that are to be executed in parallel and then 
finally the sub task are distributed second tier for execution. In the second tier there are hundreds of sub tasks processing blades or 
S-Blades, where all the primary processing work is carried out. The S-Blades makes up massively parallel processing (MPP) engine 
of the appliance and thus they are called the intelligent processing nodes. Each S-Blade for a device is made up of an independent 
server that contains multi-core Intel-based CPUs, Netezza’s proprietary multi-engine and FPGAs. The S-Blade is combined with a 
special Netezza Database Accelerator card that snaps alongside the blade. Each S-Blade is, in turn, connected to multiple disk drives 
processing multiple data streams in parallel in Twin Fin or Skimmer. AMPP employs industry-standard interfaces 
(SQL, ODBC, JDBC, and OLE DB) and provides load times in excess of 2 TB/hour and backup/restore data rates of more than 4 
TB/hour. 

C. Orchestration 
Cloud orchestration uses the programming technology and is used to manage the interconnections s on both public as well as 
private cloud infrastructure. Its main function is to connect the automated tasks into a sequence of workflow to in order to achieve a 
goal and also taking care of the permissions and policy enforcement guidelines. Typically the role of Cloud orchestration is 
following 
1) Deployment or start of new servers. 
2) Acquiring and assigning storage capacity for each disks 
3) Manage various networking operations/processes, issues. 
4) Creation of Virtual Machines (VMs). 
5) Gaining access to various software on cloud services. 
Cloud orchestration technology should always work with heterogeneous systems globally deploying a cloud network in different 
geographical locations and also with different providers.  

D. Thus the Advantages of Using Cloud Orchestration Are 
1) High availability rates 
2) Better scalability 
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3) Failure recovery 
4) Dependent management system 

V. CHALLENGES 
Most of the programs that are used in computers are sequential in format. These programs are developed by many developers. They 
are professional, well trained and experienced and are able to understand the developing program. However this is not the case with 
parallel program developers as they are difficult to find, self-learned and are also not the well trained professional developers. Thus 
there is a large gap between parallel program and sequential program developers and we need to bridge this gap. This is possible by 
giving that the professional training to the parallel program developers. This will enhance their skills and make them expert in the 
respective domain. The second problem with the active storage systems is of compatibility such as hardware as well as software 
compatibility. For example the parallel program written for storage system with six core processor will not perform efficiently on 
different number of core processor.   The third problem  is a lack of tools and technique for the process of debugging and testing the 
active storage system program and the tools need to be  developed for testing, debugging as per the requirement and for this purpose  
a lot of the research work is required.  

VI. CONCLUSION 
In this chapter we have discussed the general characteristics of active storage systems, arrangement ways, applications and 
mechanisms.  Despite the progress of computer science in field of processor, network and storage areas, the management of large 
amount of data still remains a challenging problem in many areas of computing. Thus taking the advantage of the underutilized CPU 
time of the storage nodes in modern parallel file systems, the concept of Active Storage comes into role. It aims at performing the 
simple processing of the data that is stored in parallel file systems. The paper describes on how to implement Active Storage 
concept based on a user-space approach and also compares it to the existing kernel-space method of implementation. The results 
obtained show that both the method of implementations are able to scale up the performance of data-based applications and also 
reduce the overall traffic of the network simultaneously. In addition to the high-performance, the user space method implementation 
seems to be more flexible, portable, and readily deployable as compared to the kernel-space method. Active storage also provides a 
methodology for the applications by moving the computations tasks from compute nodes to storage nodes. Thus Active storage 
system provides an efficient way to improve the overall performance of high-performance computing tasks. With the gain in 
popularity of new storage technologies, such as solid-state drives (SSD), the use and implementation hybrid active storage systems 
have become possible and also feasible. 
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