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Abstract: Cloud computing is a computational and storage infrastructure. A number of applications and growing technologies 
are getting resources from the cloud infrastructure. Resources in cloud computing are not statically distributed that are shared 
between all the applications therefore according to the demand of applications the cloud schedulers provides the resources to the 
jobs or processes. The schedulers are works to evaluate the available resources and manage the resource allocation to jobs for 
efficiently execution. But if the resource management is not performed in proper scenario then the job execution cost and 
process waiting time is increases in significant amount. In this context the proposed work is dedicated to find an efficient method 
for scheduling jobs according to the available resources. Therefore a hybrid technique that incorporates the properties of round 
robin technique and ACO (ant colony optimization) technique is developed. the proposed technique first categorize the entire 
work load in three main classes low, average, and high work load. Additionally then after the ACO optimization technique is 
employed for finding best match of resource sequence and jobs to maximize the job execution. The implementation of the 
proposed technique is performed using cloudSim simulator and their performance is computed in terms of waiting time, CPU 
utilization and execution time. The obtained performance of the proposed system shows efficient management of resources and 
low resource consumption. 
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I. INTRODUCTION 
Cloud computing is not a just software or hardware platform it is a computational infrastructure. The cloud infrastructure involves 
computational units, storage units and the efficient network. Cloud computing is basically popular for efficient and scalable 
computing and storage resources. These resources are help to execute the end client submitted task. On the other hand the due to 
large number of requests the availability of resources are fluctuating. The availability of resources is impact on the jobs execution 
time and cost of job processing. Therefore a suitable technique is required that evaluate the available resources and the reached jobs 
for processing to efficiently allocate the resources to the jobs. This phenomenon is known as resource scheduling. In this presented 
work the resource scheduling technique is key area of study. In addition of that the effort is made to optimize the performance of 
resource scheduling. In cloud computing the resources are much expensive and their availability is depends on the traffic or 
workloads on the cloud server. The misuses of resources impact the performance and the cost of exaction of the jobs. Therefore 
resource management and better utilization of available resources are a key challenge of efficient cloud computing. In this presented 
work the different cloud resource scheduling or job allocation techniques are studied and a new soft computing based technique is 
proposed for the efficient job scheduling. In this context the proposed work leads to design and development of a new resource 
scheduling technique that combines the goodness of round robin and Ant colony optimization technique to deploy and efficient 
resource scheduling technique. 

II. PROPOSED WORK 
This chapter provides the detailed understanding about the proposed cloud resource scheduling algorithm for improving the cloud 
server performance. In this context the chapter includes the system overview, detailed methodology of system design and proposed 
algorithm. 

A. System Overview 
Cloud computing infrastructure is offers the shared resources for computing and storage. These resources are used when jobs are 
submitted to cloud for processing. Basically the cloud server includes a resource manager that manager evaluate the jobs appeared 
for execution. Additionally according to the requirements of the jobs the resources are allocated to the jobs. If the resource 
allocation is not much effective then the problem of resources are occurred. Due to this the execution time of jobs are increases and 
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the cost of execution of jobs are also affected. Therefore the scheduling of jobs is a primary technique that helps to improve the 
performance of cloud servers. During the study there are different cloud resource scheduling techniques and load balancing 
techniques are studied. Most of the techniques are broadly categorized in two categories. In first kinds of technique the scheduling 
system only considers the list of appeared jobs and for each job a resource is randomly allocated. In second technique the scheduling 
algorithm considers both the resource list and appeared jobs and using both the lists the decision is made for allocation. Such kind of 
techniques are effectively manages the resources and appeared jobs. Therefore the proposed technique is conceptually similar to the 
second technique where both the lists are evaluated for finding the best suitable combination of jobs and resources for efficiently 
processes the work load appeared on the cloud servers. This section provides the basic of the proposed concept in next section the 
proposed methodology is explained.      

B. Methodology 
The proposed technique of resource scheduling is demonstrated in figure 2.1. Additionally their components are explained with their 
functional aspects. 

 
Figure 2.1 proposed system 

The job dataset consist of a list of jobs with some additional information such as the job processing length and the required resource. 
In addition of that the job list has a random organization of job appearance. Therefore first the job dataset is process using the 
proposed system for categorizing the jobs in three major categories: 
1) low load 
2) average load 
3) high load 
In order to categorize the data in three categories threshold is developed first the given technique of dataset categorization is 
demonstrated below: 

Input: dataset D 

Output: categorized list 퐿 ,퐿 , 퐿  

Process:  

1. 푚푎푥 = 푓푖푛푑푀푎푥푗표푏(퐷) 

2. 푚푖푛 = 푓푖푛푑푀푖푛푗표푏(퐷) 

3. 푡ℎ =  

4. 푓표푟(푖 = 1; 푖 ≤ 퐷. 푙푒푛푔푡ℎ; 푖 + +) 

a. 푖푓 퐷 > min &&	퐷 ≤  

i. 퐿 .퐴푑푑(퐷 ) 
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b. 푒푙푠푒	퐼푓 퐷 ≥ 	&&	퐷 <  

i. 퐿 .퐴푑푑(퐷 ) 

c. 푒푙푠푒 

i. 퐿 .퐴푑푑(퐷 ) 

d. 푒푛푑	푖푓 

5. 푒푛푑	푓표푟 

Table 2.1 load categorization  

After categorizing the load in three categories the available resources are need to be considered. Let the available resources are푅 =
{푟 , 푟 , … 푟 }. Then we need to find the set of n jobs which are effectively satisfied by the combination of the resources R. therefore 
using the three developed list random sequences are developed with the length of n and total of m as the population. This list of 
solutions is processes using ACO algorithm to find the best combination of resources and jobs for execution. 

Input: load categories 퐿 , 퐿 , 퐿 , list of resources 푟 , 푟 , … 푟 , total population M 

Output : optimal schedule O 

Process: 

1. 푓표푟(푖 = 1; 푖 ≤ 푚; 푖 + +) 

a. 퐽 = 푠푒푙푒푐푡퐽표푏푠 퐿 ,퐿 , 퐿  

b. 푃푂푃.푎푑푑(퐽 ) 

2. 푒푛푑	푓표푟 

3. 푂 = 퐴퐶푂.표푝푡푖푚푖푧푒(푃푂푃,푅) 

4. Return O  

Table 2.2 optimization process 

III. RESULT ANALYSIS 
 The implementation of the proposed hybrid load balancing approach is described in previous section. This section includes the 
detailed understanding about experimental evaluation and performance of the proposed system. The essential parameters are used 
for evaluation are listed with observed values. 

A. CPU Utilization Time 
In order to execute an individual process for that an amount of time is consumed. This time of execution is termed as CPU 
Utilization. The CPU Utilization time can be calculated by using following formula:  
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Figure 3.1: Comparative CPU utilization 

CPU = 100%− (%	of	time	spent	in	idle	task) 

%	time	in	idle	task = 	
(Average	Period	of	background	task	with	no	load) ∗ 100

Average	Period	of	background	task	with	some	load  

Where, 퐶푃푈  = CPU Utilization Time 

The figure 3.1 and table 3.1 shows the CPU utilization time both implemented algorithm i.e. proposed and traditional approaches of 
load balancing. In given figure X axis contains number of observation of scheduling and the Y axis contains the amount of CPU 
Time consumed. In each of the load balancing approach the results analysis for the CPU utilization time is given in terms of 
milliseconds. According to the comparative performance analysis the proposed technique needs less CPU cycles to execute the task 
as compared to the traditional space shared. Therefore CPU utilization is comparable by their result demonstration. Additionally we 
show the tabular values of for both approaches in table 3.1.  

Table 3.1: Tabular values of CPU Utilization 

Number of Observation Proposed Hybrid Approach(ms) Space-Shared Approach(ms) 

1 178643 182301 

2 176891 200250 

3 189986 198561 

4 165562 195561 

5 184801 208941 

6 205561 212136 
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B. Execution Time 
The execution time sometimes also called the runtime can be defined as the amount of time required during a program is executing, 
in context to other program lifecycle such as compilation time, and/or load time. Additionally the comparative performance of both 
the approaches i.e. ACO based hybrid load balancing approach and traditional space shared is demonstrated using the figure 3.2 In 
the given performance graphs the X axis shows the number of observation during the code execution and the Y axis contains the 
execution time in terms of milli-seconds. 

Table 3.2: Tabular values of Execution Time 

Number of Observation Proposed Hybrid Approach(ms) Space-Shared Approach(ms) 

1 186525 193670 

2 206526 210265 

3 216598 225489 

4 208561 234781 

5 220215 245898 

6 235501 256548 

 

 

Figure 3.2: Comparative Execution Time 

In the given graph figure 3.2, comparative performance is represented in terms of execution time, in this diagram the blue line 
shows the performance of the proposed technique and the orange line shows the performance of the traditional space shared based 
approach. According to the experimental results the proposed technique needs less time for load or execute a process with respect to 
the traditional technique. Therefore the proposed technique is comparatively more efficient and adoptable as compared to the 
traditional technique. 
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C. Waiting Time 
The waiting time is the amount of time required to schedule the job for execution after placing the job execution request in the 
waiting queue. The waiting time of the process execution is reported in this section, figure 3.3 shows the comparative waiting time 
in terms of milli-seconds. 

Table 3.3: Tabular values of Waiting Time 
Number of Observation Proposed Hybrid Approach(ms) Space-Shared Approach(ms) 

1 226512 235569 
2 215648 239584 
3 198951 248851 
4 203654 253621 
5 206546 245610 
6 210215 228791 

 
Figure 3.3 Comparative Waiting Time 

To demonstrate the performance of implemented approach, X axis of diagrams depicts the different program execution and the Y 
axis shows the waiting time of the processes in terms of milliseconds. According to the comparative performance analysis as given 
in figure 3.3 the proposed technique needs less amount of time for waiting in wait queue. Therefore the proposed technique is 
adaptable as compared to the traditional approach. 

IV. CONCLUSION AND FUTURE WORK 
This chapter provides the summary of the proposed study conducted. Therefore based on the performance and implementation the 
conclusion of work is reported additionally the feasible extension of the work is also given in this chapter. 

A. Conclusion 
Cloud infrastructure is a computational and storage platform for the different applications. A significant amount of applications and 
processes are taking advantages of this infrastructure. But due to mismanagement of resource on cloud various serious issues are 
occurred for example if the server is running and no jobs are appeared for execution the running cost is required to maintain. If large 
amount of jobs are appeared and less resources are available then need to borrow additional resources from other infrastructure. All 
these situations increase the cost of cloud computing. Therefore need an optimal manner by which the maximum jobs are get 
satisfied and low execution cost required to pay. 

0

50000

100000

150000

200000

250000

300000

1 2 3 4 5 6

W
ai

tin
g 

T
im

e(
m

s)
 

Number of Observatios 

Waiting Time 

Proposed Hybrid Approach

Space-Shared Approach



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

                                                                                                                Volume 6 Issue VI, June 2018- Available at www.ijraset.com 
     

 
2002 ©IJRASET: All Rights are Reserved 

In this context the proposed work investigates about the different cloud resource management and scheduling techniques. The 
scheduling techniques are the intelligent techniques by which the decisions about the job allocation to a resource are conducted. In 
order to perform such task the proposed technique implements a hybrid resource scheduling technique for computational cost 
reduction. The proposed technique combines the goodness of round robin technique and ACO algorithm for developing a new 
technique. Therefore first the entire appeared jobs are categorize in three classes and then using the categorized task the ACO 
scheduling is performed. Finally the best combination of jobs and resources are used for allocation of resources to the appeared jobs. 
the proposed method scale the performance of cloud resources and improves the jobs waiting time. The implementation of the 
proposed approach is performed using JAVA technology and by using the CloudSim simulator. After the implementation of 
required simulation the performance of the proposed technique is evaluated and compared with the traditional space shared 
technique. The comparative performance study is demonstrated using table 6.1. 

S. No. Parameters  Proposed technique  Traditional technique  
1 CPU Utilization  High  Low  
2 Processing time  Low  High  
3 Waiting time  Low  High  

Table 4.1 performance summary  

According to the obtained performance as listed in table 4.1 the proposed technique enhances the performance of computational 
cloud by optimizing the resource scheduling. Therefore the proposed technique is acceptable for real world use.  

B. Future Work 
The main aim of the proposed work is to design and develop a soft computing based technique for cloud resource scheduling is 
completed successfully. The proposed technique can also extended for the following areas: 
1) The proposed technique utilizes the concept of round robin and ACO (ant colony optimization) in near future more techniques 

are explored and for improving the technique more efforts are placed  
2) The proposed work is currently dedicated for improving resource scheduling in near future more parameters are collected to 

improve the scheduling strategy.  
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