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Abstract – In recent years, the growth of Electronic Health Record (EHR) technology has increased the amount of clinical 
data being electronically available. Medical data, scientific documents, and also digitalised patient health records, are 
important sources for clinical research. The cause for the leakage of private data seems to be the traditional data mining 
techniques and algorithms which operates on the original data set itself. Privacy preservation for individual’s medical 
information is vital before taking it to the secondary stages of research. To overcome these challenges imposed by traditional 
data mining techniques, privacy-preserving data mining (PPDM) has become one of the newest trends in privacy and 
security in data mining research. Modification of the data needs algorithms to be developed which, however should not 
compromise the privacy of the original data. This stands as the main aim of privacy preservation. Different techniques such 
as K anonymity, L-Diversity and T-closeness are used to preserve privacy of sensitive data. 
Keywords: PPDM-Privacy Preserving Data Mining, K-anonymity, L-Diversity, T-closeness, anonymisation  

I. INTRODUCTION 

Data mining aims to mine knowledge from large databases to get useful information that is embedded in data. Private and 
sensitive information about users needs to be extracted which forms the basis for many data mining applications. The disclosure 
of patient electronic health records imposes severe threat to the people. This brings trust issues from patients’ side which makes 
it further difficult for the data to be included for research. Data mining algorithms run on confidential data should be kept secret  
even to the party running the algorithm. Privacy preserving data mining is divided into two they are i) sensitive information 
such as names, addresses, age and so on, should be modified from the original database, so that the privacy of the data recipient 
is not compromised, ii) sensitive knowledge which can be mined from a database by using data mining algorithms should also 
be excluded, because those data can indirectly lead to privacy attacks. So, privacy preservation occurs in two major dimensions: 
users’ personal information and information concerning their collective activity. The users’ personal information is referred to 
individual privacy preservation and the latter is referred to collective privacy preservation. To avoid these problems, privacy 
preserving methods providing additional privacy guarantees over the basic data de-identification must be developed. Various 
privacy preserving techniques like disassociation-based approach that enforces K-anonymity, L-diversification, and T-closeness 
with low information loss are implemented. Publishing transaction data safely requires the elimination of two types of potential 
privacy leak, namely identity and sensitive information disclosure. Identity disclosure occurs when an individual is linked to 
their transaction in the published data. Unfortunately, simply de-identifying transactions (i.e., removing personal identifiers) is 
not enough to prevent this type of disclosure. Disclosure of personal information, on the other hand, occurs when an individual 
is linked not to a transaction, but to a set of items that is considered to be sensitive. Different techniques are discussed in order 
to preserve privacy in medical datasets. These are three categories of attributes in micro data. In both the anonymization 
techniques first identifiers are removed from the data and then partitions the tuples into buckets. Generalization transforms the 
quasi-identifying values in each bucket into less specific and semantically constant so that tuples in the same bucket cannot be 
distinguished by their QI values. In bucketization, one separates the SA values from the QI values by randomly permuting the 
SA values in the bucket .The anonymized data consist of a set of buckets with permuted sensitive attribute values. The identity 
of patients must be protected when patient data is shared.
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II. K-ANONYMITY 

K-anonymity is a classic model, which generalizes and suppresses portions of the released data so as to prevent joining attacks. By 
this unique identification of an individual from a group of size k is prevented. In the k-anonymous tables, a data set is said to be k-
anonymous (k ≥1) if each record in the data set is indistinguishable from at least (k-1) other records within the same data set. If the 
value of k is larger, privacy is highly protected. K-anonymity can ensure that individuals cannot be uniquely identified    by linking 
attacks. Identity disclosure may occur even when data, devoid of information that explicitly identifies individuals, are published. 
This is because released data may still be linked to external data containing individuals’ identities, through seemingly innocuous 
attributes, such as age or gender. To prevent identity disclosure in such cases, k-anonymity is proposed. A relational table satisfying 
k-anonymity ensures that the probability of linking an individual to their record, based on potentially linkable attributes, is upper 
bounded by 1/k. To perform identity disclosure, an attacker must possess three types of knowledge (i) a patient’s identity,(ii) a set of 
diagnosis codes, and (iii) whether a patient is included in the published dataset. Knowledge of the first two types can come in the 
form of background knowledge or may be solicited by exploiting external data sources. At the same time, knowledge of the third 
type is obtainable through interaction with data subjects. K-anonymity safeguards the data from identity disclosure, but it does not 
protect the data from background knowledge attack. K-anonymity prevents the disclosure of the patient details that are caused due 
to linking attacks. Further improved model of k-anonymity is the k୫-anonymization model. With this model the probability of 
identifying the patient reduces, as it becomes less vulnerable to the attacks from the external sources. The published dataset must 
have no information loss and should possess high utility gain for which utility factors are introduced for K-anonymity. For the 
research purpose 2 datasets are taken into consideration Adult dataset and Medical dataset. The adult dataset is taken from UCI 
repository which has 815 instances. K anonymity is performed  on 5 quasi identifiers and 2 sensitive attributes. The sensitive 
attributes are relationship and occupation. The quasi identifiers are taken to be education number, education, work class, hours/week 
and marital status. The medical dataset contains comparatively lesser instances than the adult dataset. The medical data set is 
collected from true patient details in order to work with original datasets to understand the utility differences. The K-anonymity is 
done with bucket size to be 6. The medical data set is collected from true patient details in order to work with original datsets to 
understand the utility differences. The K-anonymity is done with bucket size to be 6. K-anonymity prevents linkage attacks but does 
not prevent attribute disclosure. In order to achieve higher levels of privacy different techniques are used such as ℓ-diversity and T-
closeness. 

 
Fig.1 (a) Original Dataset 
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III. ℓ-DIVERSITY 

The technique ℓ-diversity is proposed in order to handle the shortcomings of the k-anonymity, where the technique does not ensure 
protection against attribute disclosure. l-diversity solves the problem of attribute disclosure by replacing the dataset by ℓ-diversified 
values for each sensitive attribute. The advantage of l-diversity over k-anonymity is that l-diversity provides higher level of 
protection to external attacks more than what k-anonymity provides, since k-anonymity does not offer protection against linking 
attacks .In this model, an equivalence class is said to have l-diversity if there are at least l well-defined values for the sensitive 
attribute. While publishing data the sensitive information that can infer to the patient indirectly should be reduced in order to prevent 
the linking and combination attacks. The attacker may be able to mine the relationship between different attributes an find the 
patient when it comes to larger datasets where there are numerous attributes pertaining to the identity of the patient. Several privacy 
principles were proposed to prevent this threat. l-diversity requires each group of records to have at least l “well-represented” 
sensitive values. The dataset contains 152 data items for which bucket size is taken to be ℓ value which i have taken it as 6. The 
bucket must show ℓ diversified values. This is done for the sensitive attributes. Quasi identifiers are not ℓ-diversified.  

IV. T-CLOSENESS 

An equivalence class is said to have t-closeness if the distance between the distribution of a sensitive attribute in this class and the 
distribution of the attribute in the whole table is no more than a threshold value t. A table is said to have t-closeness if all 
equivalence classes have t-closeness. Because there are semantic relationships among the attribute values, and different values have 
very different levels of sensitivity. The t-closeness of a table should be high in order to get the highest levels of protection form 
security threats such as identity disclosure and background knowledge attacks. Earth movers’ distance formula is used to find the 
distance between the attributes. A group of clusters are formed to apply the formula and the distance is calculated. After the ℓ-
diversification there may be indirect knowledge attacks with quasi identifiers. The privacy factors and utility factors are used for the 
t-closeness. The earth mover’s formula prevents similarity attack and provides higher levels of privacy protection to the dataset. 

 
Fig.1 (b) T-closeness for multiple sensitive attributes 

 
V. CONCLUSION AND FUTURE WORK 

  
K-anonymity is used to prevent identity disclosure but does not protect the data from linking attacks which lead to the use of another 
technique called ℓ-diversity. This technique solves the problem of attribute disclosure and preventing the data from being attacked. ℓ 
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-diversity attempts to solve this problem by representing each class by making the class have well-represented values for each 
sensitive attribute. We have shown that ℓ -diversity has a number of limitations and has proposed another privacy model called t-
closeness. Among two distributions the i୲୦ values from both are compared and the closeness between them is calculated, keeping the 
threshold constant. In cases where the threshold values tend to change the next i+1 value among the two distributions are compared 
and replaced for the same. 
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