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Abstract: In any driving situation, lane lines square measure an important element of indicating traffic flow and wherever a 
vehicle ought to drive. It is also an honest place to begin once developing a self-driving automotive. In this project, they will be 
showing you how to build your lane detection system in OpenCV (Open Source Computer Vision) using Python. In this paper 
OpenCV is used to detect the perspective view for a lane and python programming language where a simulation is implemented 
for the curved lane detection is done by using Color Filtering like HLS, BINARY WARP ,SOBEL,LAB with It’s an effective way 
which can used for self-driving and make the driving automation. They are finding whether the vehicle is deviating from its lane 
and indicate whether it is moving in right or left side and also they are finding distance from center and radius of curvature. 
OpenCV plays a very important role during this and also the lane detector will be applied to each pictures and therefore the 
videos also. 
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I. INTRODUCTION 
A self-driving automotive, additionally called an automaton automotive, autonomous automotive, or driverless automotive, may be 
a vehicle that's capable of sensing its surroundings and moving with very little or no human input. [4] Autonomous cars combine a 
variety of sensors to perceive their surroundings, such as radar, GPS, odometer and inertial measurement units.  
Advanced management systems interpret sensory info to spot applicable navigation ways, further as obstacles and relevant 
accumulation. [4]Potential advantages embrace reduced prices, enlarged safety, increased mobility, increased customer satisfaction 
and reduced crime. Benefits in safety include a reduction in traffic collisions, resulting in injuries and related costs, including for 
insurance. [4] 
In road-transport language, a lane departure warning system begins to maneuver out of its lane unless a flip signal is on in that 
direction on freeways. These systems are designed to attenuate accidents by addressing the most causes of collisions: driver error, 
distractions and sleepiness. In 2009 the U.S. National route Traffic Safety Administration (NHTSA) began finding out whether not 
to mandate lane departure warning systems and frontal collision warning systems on cars. [5] 
There are three types of systems: 
1) Warn the motive force (lane departure warning, LDW) if the vehicle is exploit its lane (visual, audible, and/or vibration 

warnings) 
2) Warn the motive force and, if no action is taken, automatically take steps to make sure the vehicle stays in its lane (lane keeping 

system, LKS) 
3) Take over steering, keep the automobile targeted within the lane, and raise the motive force to require over in difficult things. 

II. LITERATURE SURVEY 
Safe driving is that the main motivation behind the driving force assist systems. Bing-Fei Wu et al. explained that the DSP, Image 
processor on ALDWS works with operating frequency of 600MHz and the lane marking detection speed can be more than 35 
frames per second with Quarter Video Graphics Array (QVGA) size. O. Kalifate al. described the algorithmic program that uses a 
mix of scan boundary lines and Hough remodel to suit a conic try model. Joshua M. Clantonet al. explains a method fusing 
GPS/inertial navigation sensor/vision and a high-accuracy map for highway lane tracking. This methodology provides a backup 
lateral offset measuring that may be used for LDW once the LDW vision system loses track of the lane markings. 
In Yong Zhouetal., it is proposed Virtual boundary based Lane departure Warning Method (VLWM) which allows the driver to drift 
beyond the physical lane boundary by adding a virtual lane boundary. [3] Accounting for the driving habit of the driver, lane 
geometry, and the Juan M.Collado has shown that a parabolic lane model is fitted to road markings and half-track through a particle 
filter. 
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The right and left lane boundaries area unit classified in three kinds (solid, broken or merge lane boundaries), through an analysis, 
and adjacent lanes area unit searched once broken or merge lines are detected. Pei-Yung Hsiao et al. in 2006made a design of the 
embedded lane departure warning system on a custom board to gain enough capability to carry out the huge calculations for lane 
departure warning algorithms.[10] Joel C. McCall et driver behaviour changes, the virtual lane width is determined using a fuzzy-
logic inference method performed a piece on Video-Based Lane Estimation associated chase (Violet) system that is intended 
victimization manageable filters for strong and accurate lane-marking detection with the assistance of an up-to-date and 
comprehensive analysis of the current state of the art in lane-detection research . Yue Wan get al. in 2003described the B-Snake 
based lane model which is able to explain a wider range of lane structures since B-Spline can form any arbitrary shape by a set of 
control points which can be determined by a minimum error method called Minimum Mean Square Error (MMSE) and a robust 
algorithm, called CHEVP (Canny/Hough Estimation Of Vanishing Point)[1].As in proposed in Yue Wang et al.In 1998, Catmull-
Romspline will kind whimsical shapes by management points because it will describe a wider vary of lane structures 
than alternative lane models like straight and parabolic model, and also, formulates the lane detection problem in the form of 
determining the set of lane model control points. [10] The objective of the literature review is to search out and explore the 
advantages of lane detection algorithms and conjointly what are the various issues in existing algorithms and techniques. The main 
goal of this literature review is to search out the gaps in existing analysis and strategies and conjointly what's going to be the doable 
solutions to beat theseholes.D.Pomerleau et al. (1996) [1] proposed the RALPH system, used to control the lateral position of an 
autonomous vehicle. It uses a homogenous technique that adaptively adjusts and aligns an example to the averaged scan line 
intensity profile thus on see the lane’s curvature and lateral offsets. B.M. Broggi et al. (1998) prepared a GOLD system which uses 
an edge-based lane boundary detection algorithm. The non-heritable image is remapped in an exceedingly new image representing a 
bird’s eye read of the road wherever the lane markings are nearly vertical bright lines on a darker background. Specific 
accommodative filtering is employed to extract similar vertical bright lines that concatenated into specific larger segments. C. 
Kreucher et al (1998) [1] proposed in the LOIS algorithm as a deformable template approach. A constant family of shapes describes 
the set of all doable ways in which the lane edges might seem within the image. A operate is outlined whose price is proportional to 
however well a specific set of lane form parameters matches the element information in an exceedingly specific image. Lane 
detection is performed by finding the lane form that maximizes the operate for this image. Y. Wang et al. (2004) used B-Snake 
spline as a geometric model that can represent the road. 
 Then he processed images with Canny/Hough Estimation of Vanishing Points (CHEVP) to extract the parameters needed by the 
geometric model. The obtained results were very robust and accurate. [3] As in his paper, the algorithmic rule will overcome the 
interference of shadows. However, once the system detected the shadow of a trunk or a shadow of telephone pole that includes a 
uniform orientation, an unpredictable result occurred. M. Chen et al. (2004) developed another system referred to as AURORA that 
tracks the lane markers gift on structured road employing a color camera mounted on the facet of an automobile pointed down 
toward the road. A single scan line is applied in every image to discover the lane markers.C. R. Jung et al. (2005) [8] used the edge 
detection, squares angular estimation, Hough transform to estimate lanes on a road. The results were obtained in his paper 
victimization his algorithmic rule.  
The algorithmic rule principally runs sensible except once it involves shadow or alternative interference on the road. M.Aly (2008) 
proposed an efficient, real time, and robust algorithm for detecting lanes in urban streets. The algorithmic rule was supported taking 
a prime read of the road image, filtering with mathematician kernels, and so victimization line detection and a brand new RANSAC 
spline fitting technique to detect lanes in the street. This algorithmic rule was ready to discover all lanes in still pictures of urban 
streets below varied conditions. 
This method has problems due to stop lines at cross streets, at cross walks, passing cars and confused writings. [1]The algorithmic 
rule was supported random sample accord and particle filtering. The algorithmic rule was projected to supply an outsized variety of 
hypotheses in real time as compared to alternative algorithms. O. O. Khalifa et al. (2009) proposed a real time lane detection 
algorithm based on video sequences taken from a vehicle driving on highway. This shows a robust behaviour to lighting change and 
shadows.  
The lanes were detected victimization Hough transformation with restricted search space. It may well be applied in each painted and 
unpainted road, as well as slightly curved and straight road in different weather conditions.[2] This algorithmic rule tested to be 
strong and quick enough for real time necessities as compared to alternative algorithms. Vehicles are assumed to maneuver on flat 
and straight roads or with slow curvature. This algorithmic rule doesn't work well on sharp curves and in presence of shadows.
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III. PROPOSED METHOD 
1) Overview of Proposed System: This presents a complicated lane detection technology to enhance the potency and accuracy of 

period lane detection. The lane detection module is sometimes divided into 2 steps: (1) image pre-processing and (2) the 
institution and matching of line lane detection model. Your projected system wherever lane detection blocks are the most 
contributions of this paper. The first step is to read the frames in the video stream. The next step is to enter the image pre-
processing module. What is totally different from others is that within the pre-processing stage they have a tendency to not 
solely method the image itself however conjointly color feature extraction and edge feature extraction. In order to cut back the 
influence of noise within the method of motion and chase, after extracting the color features of the image, they need to use 
Gaussian filter to smooth the image. Then, the image is obtained by binary threshold process. 

2) Camera Calibration: Camera calibrations have been used for a long time. Present days cheap pinhole cameras introduce a lot of 
distortion to images. Two major distortions are radial distortion and tangential distortions. In radical distortion straight line will 
be appear as curved. Its effect is more as they move far away from the centre of image. In radical image the border will not be 
detected properly the straight line are bulged out. This distortion is represented as:  

X distortion= x (1+k1r2+k2r4+k3r6)  
Y distortion = y (1+k1r2+k k2r4+k3r6) 

Another distortion is that the tangential distortion that happens as a result of image taking lenses isn't aligned dead parallel to 
the unreal plane as a result of some space in image might look close to than expected. It is represented as:  

X distortion = x + [2p1xy + p2 (r2 +2x2)] 
Y distortion = y + [p1 (r2 + 2y2) + 2p2xy] 

for stereo applications, these distortions have to be compelled to be corrected 1st.To find all these parameters, what they must do is 
to provide some sample images of a well-defined pattern (e.g., chess board).They are finding some specific points in its (square 
corners in chess board).They know it coordinates in real world space and they know it coordinates in image. With these information, 
some mathematical downside is solved in background to urge the distortion coefficients. 
3) PP Transform: Perspective transformation, you need a 3x3 transformation matrix. Straight lines can stay straight even     when 

the transformation. To find this transformation matrix, you wish four points on the input image and corresponding points on the 
output image. Among these four points, three of them shouldn't be linear .Then transformation matrix may be found by the 
operate cv2.getPerspectiveTransform.Then apply cv2.warpPerspective with which you can have all kinds of transformations 
this 3x3 transformation matrix. Then cv2.warpAffine takes a 2x3 transformation matrix. The below image describe about the 
perspective view of the given image.  

 
 
 
 
 
 
 
 Lane Detection: 
 
 
 

Fig.1 Perspective View 

4) Thresholding: They apply colour and edge thresholding during this section to higher find the lines, and create it easier to search 
out the polynomial that best describes your left and right Lanes later. They start with first exploring which color spaces they 
should adopt to increase your chances of detecting the lanes and facilitating the task of the gradient thresholding step. 

5) Colour Thresholding: They experiment with totally different color areas to visualize that color house and channel(s) they must 
always use for the foremost effective separation of lane lines: On the RGB (red green blue) elements, they tend to see that the 
blue channel is worst at characteristic yellow lines, whereas the red channel looks to present best results. For HLS and HSV, the 
hue channel produces an especially noisy output, whereas the saturation channel of HLS looks to present the sturdy results; 
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higher than HSV’s saturation channel. Conversely, HSV’s (Hue Saturation Lightness) value channel is giving a very clear 
grayscale-is image, especially on the yellow line, much better than HLS’ lightness channel. Lastly, LAB’s (Luminance A-
dimension Brightness) as shown in below fig.2 a channel isn't doing an excellent job, whereas its B channel is powerful at 
characteristic the yellow line. But it's the lightness channel that shines (no pun intended) at characteristic each yellow and white 
lines. At this stage, they tend to are aged with varied selections that have professionals and cons. Your goal here is to search out 
the correct thresholds on a given color channel to focus on yellow and white lines of the lane. There are many ways to achieve 
this result, but they choose to use HLS because they already know how to set thresholds for yellow and white lane lines. Your 
HLS color thresholding achieves nice results on the image. The thresholding somewhat struggles a bit with the shadow of the 
tree on the yellow line any up ahead. They believe gradient thresholding will facilitate during this case. 

 
 
 
 
 
 
 
 
 
 
 

Fig.2 LAB Image 

6) Gradient Thresholding: They use the Sobel operator to spot gradients that's amendment in color intensity within the image. 
Higher values would denote robust gradients, and thus sharp changes in color. They have set to use LAB’s L channel as your 
monophonic image to function input to the sobel functions. They experimented with several parameters and across totally 
different Sobel operations as given in below fig.3. 

 
  
 
 
 
 
 
 
 
 

 
Fig.3 Sobel Image 

7) Combining both: They naturally combine both color and Sobel thresholder binary images, and arrive at the following results:  
On the left image, all green pixels were retained by your Sobel thresholding, while the blue pixels were identified by your HLS 
color thresholding. The results are terribly encouraging and it appears we've got found the correct parameters to discover lanes 
during a sturdy manner. They flip next to applying a perspective rework to your image and manufacture a bird’s eye read of the 
lane. 

8) Perspective Transform: They currently have to be compelled to outline a quadrilateral region within the second image that may 
undergo a perspective rework to convert into a bird’s eye read. They then outline four further points that kind a parallelogram 
that may map to the pixels in your supply trapezoid: They can see that your perspective rework keeps straight lines straight that 
may be a needed saneness check. The semicircular lines but aren't excellent on the instance higher than, however they must not 
cause unsurmountable issues for your algorithmic rule either. 

 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

Volume 7 Issue III, Mar 2019- Available at www.ijraset.com 
     

 
1127 ©IJRASET: All Rights are Reserved 

 

 
 
 
 
 
 
 
 
 
 
 

Fig.4 Perspective Transform 
 

 
9) Histogram: They then cypher a bar chart of your binary thresholded pictures within the y direction, on the bottom half of the 

image, to identify the x positions where the pixel intensities are highest. 
10) Sliding Window: Since they tend to currently understand the beginning x position of pixels (from the lowest of the image) 

presumably to yield a lane line, they run a sliding windows search in a trial to “capture” the picture element coordinates of your 
lane lines. The algorithmic rule is by saving the antecedent computed coefficients for frame t-1 and plan to notice your lane 
pixels from those coefficients. However, after they don't notice enough lane line pixel from then, they simply compute a second 
degree polynomial, via numpy’s polyfit, to find the coefficients of the curves that best fit the left and right lane lines. One way  
they tend to improve s (less than eighty fifth of total non-zero pixels), they tend to revert to slippy windows search to assist 
improve your probabilities of fitting better curves around your lane as shown in below fig.5. 

 
 
 
 
 
 
 
 
 
 

Fig.5. Sliding Window for Lane 
 

11) Lane Curvature: They conjointly the lane curvature by calculative the radius of the tiniest circle that would be a tangent to your 
lane lines on a straight lane the radius would be quite big. They have to convert from picture element house by process the 
acceptable picture element height to lane length and picture element dimension to lane dimension ratios. They conjointly cypher 
the car’s distance from the middle of the lane by countervailing the common of the beginning (i.e. bottom) coordinates for the 
left and right lines of the lane, cipher the centre purpose as associate offset and multiply by the lane’s picture element to 
universe dimension magnitude relation. 

12) Unwarping drawing lane area: Finally, they tend to draw the within the lane in inexperienced and unwarp the image, thus 
moving from bird’s eye view to the original undistorted image as shown in fig. 6. Additionally, they have a tendency to overlay 
this huge image with little pictures of your lane detection rule to administer a far better feel of what's occurring frame by frame. 
They conjointly add matter data concerning lane curvature and vehicle’s centre position. They are marking your reference line 
dynamically in the top view by using some mathematical formula as shown in fig.6 which is represented in red line. From the 
top view they are unwrapping it into the original image. The lane is detected in your original image and reference line is drawn 
dynamically as per the image. Then they will display whether the lane is intersecting with the reference lane, then they will 
display as No line change or Left lane change or Right lane change as shown in fig.7 and fig. 8. 
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Fig.6 Unwarping Image 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 No Lane Change 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig.8 Lane Change 
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IV. CONCLUSIONS 
The project which is a part of ADAS (Advanced Driver Assistance System) it is part of autonomous vehicle. The main drivers for 
achieving autonomous driving is that the reduction of traffic accidents by eliminating human error. Other are increasing road 
capability and traffic flow by reducing distance between cars and making use of traffic management data, relieving the automobile 
occupants from driving and navigation activities and permitting them to interact in different activities. A driverless car requires the 
combination of several techniques among that line detection is one of the parts of the autonomous vehicle. We’ve coated the way to 
perform camera activity, color and gradient thresholds, as well as perspective transform and sliding windows to identify lane lines 
and reference lines. 

A. Experiment with LAB and HSL color spaces to determine whether we can produce better color thresholding 
B. Use convolutions rather than slippy windows to spot hot pixels 
C. Turn out AN exponential moving average of the road coefficients of previous frame 
D. Better detect anomalies in pixels “captured” (e.g.Some non-zero pixels that square measure fully off the line) and reject them 

They are also finding the lane and finding whether they are deviating from the lane or not. 
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