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Introduction to Artificial Intelligence 
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Abstract-Artificial intelligence (AI), the ability of a digital computer or computer-controlled robot to perform tasks commonly 
associated with intelligent beings. The term is frequently applied to the project of developing systems endowed with the 
intellectual processes characteristic of humans, such as the ability to reason, discover meaning, generalize, or learn from past 
experience. Since the development of the digital computer in the 1940s, it has been demonstrated that computers can be 
programmed to carry out very complex tasks—as, for example, discovering proofs for mathematical theorems or playing chess—
with great proficiency. Still, despite continuing advances in computer processing speed and memory capacity, there are as yet no 
programs that can match human flexibility over wider domains or in tasks requiring much everyday knowledge. On the other 
hand, some programs have attained the performance levels of human experts and professionals in performing certain specific 
tasks, so that artificial intelligence in this limited sense is found in applications as diverse as medical diagnosis, computer search 
engines, and voice or handwriting recognition. 

I. INTRODUCTION 

Artificial intelligence (AI) is the intelligence exhibited by machines or software. It is an academic field of study which studies the 
goal of creating intelligence. Major AI researchers and textbooks define this field as "the study and design of intelligent 
agents",[1] where an intelligent agent is a system that perceives its environment and takes actions that maximize its chances of 
success. John McCarthy, who coined the term in 1955,[3] defines it as "the science and engineering of making intelligent 
machines”AI research is highly technical and specialized, and is deeply divided into subfields that often fail to communicate with 
each other.[5] Some of the division is due to social and cultural factors: subfields have grown up around particular institutions and 
the work of individual researchers. AI research is also divided by several technical issues. Some subfields focus on the solution of 
specific problems. Others focus on one of several possible approaches or on the use of a particular tool or towards the 
accomplishment of particular applications. The central problems (or goals) of AI research 
include reasoning, knowledge, planning, learning, natural language processing (communication), perception and the ability to move 
and manipulate objects.[6] General intelligence is still among the field's long-term goals.[7] Currently popular approaches 
include statistical methods, computational intelligence and traditional symbolic AI. There are a large number of tools used in AI, 
including versions of search and mathematical optimization, logic, methods based on probability and economics, and many others. 
The AI field is interdisciplinary, in which a number of sciences and professions converge, including computer 
science, mathematics,psychology, linguistics, philosophy and neuroscience, as well as other specialized fields such as artificial 
psychology. 

II. WHAT IS INTELLIGENCE? 
All but the simplest human behavior is ascribed to intelligence, while even the most complicated insect behavior is never taken as an 
indication of intelligence. What is the difference? Consider the behaviour of the digger wasp, Sphex ichneumoneus. When the 
female wasp returns to her burrow with food, she first deposits it on the threshold, checks for intruders inside her burrow, and only 
then, if the coast is clear, carries her food inside. The real nature of the wasp’s instinctual behaviour is revealed if the food is moved 
a few inches away from the entrance to her burrow while she is inside: on emerging, she will repeat the whole procedure as often as 
the food is displaced. Intelligence—conspicuously absent in the case of Sphex—must include the ability to adapt to new 
circumstances. 
Psychologists generally do not characterize human intelligence by just one trait but by the combination of many diverse abilities. 
Research in AI has focused chiefly on the following components of intelligence: learning, reasoning, problem solving, perception, 
and using language. 

III.  COMPONENTS 
A. Learning 
There are a number of different forms of learning as applied to artificial intelligence. The simplest is learning by trial and error. For 
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example, a simple computer program for solving mate-in-one chess problems might try moves at random until mate is found. The 
program might then store the solution with the position so that the next time the computer encountered the same position it would 
recall the solution. This simple memorizing of individual items and procedures—known as rote learning—is relatively easy to 
implement on a computer. More challenging is the problem of implementing what is called generalization. Generalization involves 
applying past experience to analogous new situations. For example, a program that learns the past tense of regular English verbs by 
rote will not be able to produce the past tense of a word such as jump unless it previously had been presented with jumped, whereas 
a program that is able to generalize can learn the “add ed” rule and so form the past tense of jump based on experience with similar 
verbs. 

B. Reasoning 
To reason is to draw inferences appropriate to the situation. Inferences are classified as either deductive or inductive. An example of 
the former is, “Fred must be in either the museum or the café. He is not in the café; therefore he is in the museum,” and of the latter, 
“Previous accidents of this sort were caused by instrument failure; therefore this accident was caused by instrument failure.” The 
most significant difference between these forms of reasoning is that in the deductive case the truth of the premises guarantees the 
truth of the conclusion, whereas in the inductive case the truth of the premise lends support to the conclusion without giving 
absolute assurance. Inductive reasoning is common in science, where data are collected and tentative models are developed to 
describe and predict future behavior—until the appearance of anomalous data forces the model to be revised. Deductive reasoning is 
common in mathematics and logic, where elaborate structures of irrefutable theorems are built up from a small set of basic axioms 
and rules. 
There has been considerable success in programming computers to draw inferences, especially deductive inferences. However, true 
reasoning involves more than just drawing inferences; it involves drawing inferences relevant to the solution of the particular task or 
situation. This is one of the hardest problems confronting AI. 

C. Perception 
In perception the environment is scanned by means of various sensory organs, real or artificial, and the scene is decomposed into 
separate objects in various spatial relationships. Analysis is complicated by the fact that an object may appear different depending 
on the angle from which it is viewed, the direction and intensity of illumination in the scene, and how much the object contrasts with 
the surrounding field. 
At present, artificial perception is sufficiently well advanced to enable optical sensors to identify individuals, autonomous vehicles 
to drive at moderate speeds on the open road, and robots to roam through buildings collecting empty soda cans. One of the earliest 
systems to integrate perception and action was FREDDY, a stationary robot with a moving television eye and a pincer hand, 
constructed at the University of Edinburgh, Scotland, during the period 1966–73 under the direction of Donald Michie. FREDDY 
was able to recognize a variety of objects and could be instructed to assemble simple artifacts, such as a toy car, from a random heap 
of components. 

IV. KNOWLEDGE REPRESENTATION 

Knowledge Representation and knowledge engineering are central to AI research. Many of the problems machines are expected to 
solve will require extensive knowledge about the world. Among the things that AI needs to represent are: objects, properties, 
categories and relations between objects; situations, events, states and time; causes and effects; knowledge about knowledge (what 
we know about what other people know);  and many other, less well researched domains. A representation of "what exists" is 
an ontology: the set of objects, relations, concepts and so on that the machine knows about. The most general are called upper  on 
tologies, which attempt to provide a foundation for all other knowledge. 

Among the most difficult problems in knowledge representations are: Default reasoning and the qualification problem 

Many of the things people know take the form of "working assumptions." For example, if a bird comes up in conversation, people 
typically picture an animal that is fist sized, sings, and flies. None of these things are true about all birds. John McCarthy identified 
this problem in 1969 as the qualification problem: for any commonsense rule that AI researchers care to represent, there tend to be a 
huge number of exceptions. Almost nothing is simply true or false in the way that abstract logic requires. AI research has explored a 
number of solutions to this problem 
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V. PROBLEM SOLVING 
Problem solving, particularly in artificial intelligence, may be characterized as a systematic search through a range of possible 
actions in order to reach some predefined goal or solution. Problem-solving methods divide into special purpose and general 
purpose. A special-purpose method is tailor-made for a particular problem and often exploits very specific features of the situation 
in which the problem is embedded. In contrast, a general-purpose method is applicable to a wide variety of problems. One general-
purpose technique used in AI is means-end analysis—a step-by-step, or incremental, reduction of the difference between the current 
state and the final goal. The program selects actions from a list of means—in the case of a simple robot this might consist of 
PICKUP, PUTDOWN, MOVEFORWARD, MOVEBACK, MOVELEFT, and MOVERIGHT—until the goal is reached. 

Many diverse problems have been solved by artificial intelligence programs. Some examples are finding the winning move (or 
sequence of moves) in a board game, devising mathematical proofs, and manipulating “virtual objects” in a computer-generated 
world. 

VI. TOOLS 

In the course of 50 years of research, AI has developed a large number of tools to solve the most difficult problems in computer 
science. A few of the most general of these methods are discussed below. 

A. Search And Optimization 
Many problems in AI can be solved in theory by intelligently searching through many possible solution  Reasoning can be reduced 
to performing a search. For example, logical proof can be viewed as searching for a path that leads from premises to conclusions, 
where each step is the application of an inference rule. Planning algorithms search through trees of goals and subgoals, attempting to 
find a path to a target goal, a process called means-ends analysis. Robotics algorithms for moving limbs and grasping objects 
use local searches in configuration space. Many learning algorithms use search algorithms based on optimization. 

Simple exhaustive searches are rarely sufficient for most real world problems: the search space (the number of places to search) 
quickly grows to astronomical numbers. The result is a search that is too slow or never completes. The solution, for many problems, 
is to use "heuristics" or "rules of thumb" that eliminate choices that are unlikely to lead to the goal (called "pruning the search 
tree"). Heuristics supply the program with a "best guess" for the path on which the solution lies.[124] Heuristics limit the search for 
solutions into a smaller sample size.[ 

A very different kind of search came to prominence in the 1990s, based on the mathematical theory of optimization. For many 
problems, it is possible to begin the search with some form of a guess and then refine the guess incrementally until no more 
refinements can be made. These algorithms can be visualized as blind hill climbing: we begin the search at a random point on the 
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landscape, and then, by jumps or steps, we keep moving our guess uphill, until we reach the top. Other optimization algorithms 
are simulated annealing, beam search and random optimization.[125] 

Evolutionary computation uses a form of optimization search. For example, they may begin with a population of organisms (the 
guesses) and then allow them to mutate and recombine, selecting only the fittest to survive each generation (refining the guesses). 
Forms of evolutionary computation include swarm intelligence algorithms (such as ant colony or particle swarm 
optimization)[126] and evolutionary algorithms (such as genetic algorithms, gene expression programming, and genetic 
programming). 

VII. LOGIC 

Logic  is used for knowledge representation and problem solving, but it can be applied to other problems as well. For example, 
the satplan algorithm uses logic for planning and inductive logic programming is a method for learning. 

Several different forms of logic are used in AI research. Propositional or sentential logic] is the logic of statements which can be true 
or false. First-order logic also allows the use of quantifiers and predicates, and can express facts about objects, their properties, and 
their relations with each other. Fuzzy logic is a version of first-order logic which allows the truth of a statement to be represented as 
a value between 0 and 1, rather than simply True (1) or False (0). Fuzzy systems can be used for uncertain reasoning and have been 
widely used in modern industrial and consumer product control systems. Subjective logic   models uncertainty in a different and 
more explicit manner than fuzzy-logic: a given binomial opinion satisfies belief + disbelief + uncertainty = 1 within a Beta 
distribution. By this method, ignorance can be distinguished from probabilistic statements that an agent makes with high confidence. 

Default logics, non-monotonic logics and circumscription are forms of logic designed to help with default reasoning and 
the qualification problem. Several extensions of logic have been designed to handle specific domains of knowledge, such 
as: description logics situation calculus, event calculus and fluent calculus (for representing events and time) causal calculus belief 
calculus; and modal logics. 

VIII. PROBABILISTIC METHODS FOR UNCERTAIN REASONING 

Many problems in AI (in reasoning, planning, learning, perception and robotics) require the agent to operate with incomplete or 
uncertain information. AI researchers have devised a number of powerful tools to solve these problems using methods 
from probability theory and economics.  

Bayesian networks are a very general tool that can be used for a large number of problems: reasoning (using the Bayesian 
inference algorithm),[137] learning (using the expectation-maximization algorithm), planning (using decision 
networks) and perception (using dynamic Bayesian networks) Probabilistic algorithms can also be used for filtering, prediction, 
smoothing and finding explanations for streams of data, helping perception systems to analyze processes that occur over time 
(e.g., hidden Markov models or Kalman filters)  

A key concept from the science of economics is "utility": a measure of how valuable something is to an intelligent agent. Precise 
mathematical tools have been developed that analyze how an agent can make choices and plan, using decision theory, decision 
analysis, and information value theory. These tools include models such as Markov decision processes, dynamic decision 
networks,[140] game theory and mechanism design 

IX. CLASSIFIERS AND STATISTICAL LEARNING METHODS 
The simplest AI applications can be divided into two types: classifiers ("if shiny then diamond") and controllers ("if shiny then pick 
up"). Controllers do, however, also classify conditions before inferring actions, and therefore classification forms a central part of 
many AI systems. Classifiers are functions that use pattern matching to determine a closest match. They can be tuned according to 
examples, making them very attractive for use in AI. These examples are known as observations or patterns. In supervised learning, 
each pattern belongs to a certain predefined class. A class can be seen as a decision that has to be made. All the observations 
combined with their class labels are known as a data set. When a new observation is received, that observation is classified based on 
previous experience. 
A classifier can be trained in various ways; there are many statistical and machine learning approaches. The most widely used 
classifiers are the neural network,] kernel methods such as the support vector machine k-nearest neighbor algorithm Gaussian 
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mixture model, naive  Bayes classifier, and decision tree] The performance of these classifiers have been compared over a wide 
range of tasks. Classifier performance depends greatly on the characteristics of the data to be classified. There is no single classifier 
that works best on all given problems; this is also referred to as the "no free lunch" theorem. Determining a suitable classifier for a 
given problem is still more an art than science. 

X. CONCLUSION 

Artificial Intelligence and the technology are one side of the life that always interest and surprise us with the new ideas, topics, 
innovations, products …etc. AI is still not implemented as the films representing it(i.e. intelligent robots), however there are many 
important tries to reach the level and to compete in market, like sometimes the robots that they show in TV. Nevertheless, the 
hidden projects and the development in industrial companies.  
At the end, we’ve been in this research through the AI definitions, brief history, applications of AI in public, applications of AI in 
military, ethics of AI, and the three rules of robotics. This is not the end of AI, there is more to come from it, who knows what the 
AI can do for us in the future, maybe it will be a whole society of robots. 
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