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Abstract: Due to ever increasing bulk of digital transactions nowadays there is also increase in fraudulent transactions. There is 
need to detect this fraud transactions in online digital payment system. This paper is aimed at providing an expensive literature 
review of journal article produced between 2009 to 2018 in the selected domain. We have classified the research papers based on 
the machine learning methods, accuracy level of the technology, year of publishing, etc. and analysed the results. 
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I. INTRODUCTION 
Nowadays it's not only groceries and coffee that have used the mobile payments system but, consumers expect to pay for everything 
in digital mode. When choosing a product or service, consumers want to pay for it with ease and convenience. This resulted in 
expansion of e-commerce; digital payment technology has experienced significant improvements, especially in mobile payments. 
This has led to a growth of mobile commerce and an entire infrastructure of businesses has been born out of this ubiquitous mobile 
payment environment. From online banking to budgeting apps that record mobile payments and to digital loyalty programs and 
mobile-only sales, mobile payment system has become big business. Fraudsters have now become very smart, and adapted and 
developed new methods to carry out various crimes. Most common fraud that can be seen is Credit card frauds, Identity theft, and 
Mobile wallet frauds and so on. In this survey comparative study of recently used methods for fraud detection is briefly described. 
Fraud in online payments is a major and a serious problem growing nowadays. Several machine learning techniques have been used 
to detect fraudulent transactions. So the proposed work is to use ensemble methods and combine machine learning techniques. 

II. LITERATURE REVIEW 
Different types of studies have done in detecting fraud transactions. Several data mining techniques are utilized for fraud detection 
and have achieved different accuracy levels for different methods. In [13] survey was presented on various data mining and machine 
learning methods which are widely used for credit card fraud detections. In this paper author investigates about different methods of 
fraud detection in credit card. Survey was  done on methods the are commonly used for detecting fraud those are genetic algorithm, 
decision tree, Artificial neural network, Convolution neural network(CNN), Outlier detection, clustering techniques, logistic 
regression, Deep learning, Rule based method, Hidden Markov model. From the previous survey of detection of fraud in credit card, 
few of the challenges were also identified in this paper. Reference [14] shows research on fraud detection on credit card data using 
machine learning methods. Advanced data mining techniques namely decision tree classifier, support vector machines, Logistic 
regression and random forest classifiers were used to detect the fraud transaction and then comparison was made to evaluate the best 
model. Credit card transactions dataset was used from European cardholders which had 284,786 transactions. Machine learning 
methods were applied on pre-processed data. The performance of the techniques was checked based the parameters such as accuracy, 
sensitivity, specificity, precision. The accuracies of techniques were found and listed. The result indicated that random forest was 
the best technique which gave accuracy of 98.6%. The accuracy level of the other classifiers which were used namely logistic 
regression, decision tree, SVM were 97.7%, 95.5%, 97.5% respectively. Hence it concluded Random forest was most precise 
classifier for detecting fraudulent transactions with dataset provided by ULB machine learning. In [10], authors used four different 
classifiers namely naïve Bayes classifier, Decision trees classifier, support vector machines, K-nearest neighbour. These four 
techniques were trained on real life data set of financial transactions for the purpose of fraud detection. The dataset used was pre-
processed, which had 20 features and after removing some of the features it was made to 16 features. Confusion matrix was 
calculated. The performance of classifiers was evaluated on relevant metrics namely True Positive value, False Positive value, 
Balance Classification Rate (BCR), Matthews Correlation Coefficient (MCC). Results were calculated using weka tool. The 
accuracy level of the classifier used were namely SVM, K-nearest neighbour, Decision trees, Naïve Bayes were 69%, 70%, 65.3%, 
73.8% respectively. They concluded that performance improvement could be achieved through developing a fraud detection model 
using an ensemble of different machine learning techniques. 
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In [1], authors studied on fraud detection based on financial data using machine learning methodology in small amount mobile 
payment system. This paper analyses the trend of detecting abnormal transactions in the financial sector and checks for the 
abnormal transaction patterns of mobile-based small-amount payment system. They studied several classification techniques for 
abnormal transaction detection such as Random forest classifier, neural networks, K-means, K-nearest neighbour and so on. This 
paper proposes abnormal transaction detection technique on decision tree methodology. They did test performance of the system 
with 5,000 actual mobile small-amount payment transactions. The results showed 86% sensitivity in detecting abnormal transactions 
using decision tree methodology. Another research was presented in [9] in which authors suggested bagging ensemble method using 
decision tree for detecting fraud transaction using credit card transactions. This paper also reviews several machine learning 
techniques namely naïve Bayes method, support vector machines, and K-NN. The dataset used was real time credit card data which 
was acquired from UCSD-FICO competition. The dataset had 100,000 credit card transactions and 20 attributes. The data was 
already labelled by bank, as legitimate and fraudulent. The performance of the various classification techniques were evaluated 
based on Fraud Catching Rate value, False Alarm Rate value, Balanced Classification and Matthews Correlation Coefficient. While 
the performance of other classifiers is lower than bagging classifier. Bagging ensemble method takes very less time. In [8] authors 
suggested an intelligent approach for the problem class imbalance in which frequent item set mining methodology was used. The 
proposed model was evaluated on data from UCSD Contest 2009.  The testing set which was used was unlabelled data. The dataset 
had 100000 transactions of 73729 customers of up to 98 days. This dataset had 20 fields which after pre-processing made into 16 
fields. Also the performance of the proposed fraud detection model  which was Fraud Miner was measured with 4 other classifiers 
namely support vector machines , K-nearest neighbour classifier, naive Bayes , and Random forest  used for detection of fraudulent 
transactions . In [7] comparative study was done on classifiers namely naive Bayes classifier and J48 by using  bank dataset to 
increase true positive value and decrease false positive value rather than only achieving high classification accuracy. In this paper 
experimentation results was done on factors such as accuracy, sensitivity value and specificity value. J48 gave high classification 
accuracy than naive Bayes classifier.  

III. OBSERVATION 
The table below lists the different machine learning techniques used by various researchers used in their studies along with the 
accuracies obtained by them for each technique.  

TABLE I OBSERVATION TABLE 
Year Reference Paper Machine Learning Technique/Algorithm Accuracy 
2007 [5] Decision tree, Neural networks, logistic regression 70%, 

68%, 
62% 

2010 [2] Naïve Bayes classifier 83.56% 
2011 [3] SVM, Random forest, logistic regression  96%, 

93.2%, 
92.1% 

2013 [7] Naïve Bayes 
J48 

61.33%, 
67.7% 

2015 [9] Bagging ensemble based on decision trees 96.77% 
2016 [1] Decision trees 86% 
2016 [10] Support vector machine, KNN, Decision trees, Naïve 

Bayes 
69%, 
70%, 
65.3%, 
73.8% 

2017 [11] Random forest, J48 tree 94.32%, 
93.50% 

2017 [12] Naïve Bayes, KNN, Logistic regression 97.92%, 
97.69%, 
54.86% 

2018 [14] Logistic Regression, Decision tree, Random forest, 
SVM 

97.7%, 
95.5%, 
98.6%, 
97.5% 

2018 [13] Random Forest  96.97% 
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IV. CONCLUSIONS 
In this paper, from the survey conducted, it gives the idea of different models available and the various machine learning techniques 
used in previous papers for detecting fraudulent transaction. From the analysis mode it is seen that accuracy of the classifiers varies 
in every paper that is because of the different number of attributes used. Hence different technologies give different results. So for 
further implementation, ensemble methods can be used to combine several machine learning techniques namely Naïve Bayes, 
Decision trees, KNN and so on. 
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