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Abstract: Remote sensor systems (WSN) develop as an insurgency in all parts of our lives. WSNs have one of kind details of 
themselves that portray them uniquely in contrast to different systems. Adaptation to internal failure is a standout amongst the 
most essential difficulties of these systems. Amid the improvement of WSN arrangements it is important to consider five key 
attributes: versatility, wellbeing, unwavering quality, self-fix and vigor. In this paper, the principle objective is to give a near 
investigation of Fault resistance strategies utilizing diverse methodologies. The sensor hubs have diverse power and 
computational limitations. To give a quality administration through inclusion conventions, conventions must be produced to give 
adaptation to internal failure, occasion announcing and vitality productivity maintenance. 
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I. INTRODUCTION 
A remote sensor arranges is an accumulation of hubs sorted out into a helpful system [1, 2]. A remote sensor arrange (WSN) 
comprises of little, low-controlled sensors speaking with one another perhaps through multihop remote connections and teaming up 
to achieve a typical assignment. A remote sensor organize is an arrangement of little, remotely imparting hubs where every hub is 
outfitted with different parts [5].  
The hubs impart remotely and regularly self-arrange subsequent to being conveyed in an impromptu form. Such a system is 
imagined to coordinate the physical world with the Internet and calculations.  
The power supply on every hub is generally restricted, and substitution of the batteries is much of the time regularly not useful 
because of the huge number of the hubs in the system. Every hub comprises of may contain different sorts of memory (program, 
information and blaze recollections), preparing capacity (at least one microcontrollers, CPUs or DSP chips), have a RF handset (for 
the most part with a solitary omnidirectional radio wire), have a power source (e.g., batteries and sun oriented cells), and suit 
different sensors and actuators. Sensor hubs team up with one another to perform undertakings of information detecting, information 
correspondence, and information handling [2]. Frameworks of 1000s or even 10,000 hubs are foreseen. Such frameworks can 
change the manner in which we live and work. 
Advances in sensor innovation and remote interchanges have permitted plan and improvement of vast scale and practical sensor 
organizes that are appropriate for different applications, for example, wellbeing observing, natural checking and war zone 
observation.  
A key angle in the plan of WSN is to keep them useful for whatever length of time that conceivable. Due to the low power (or 
vitality) of the battery, the sensors can totally drain the vitality or have leftover vitality underneath the limit required for the sensors 
to work legitimately. These sensors are called broken in light of the fact that they cannot play out any checking errands legitimately. 
It is said that a WSN is useful if whenever there is something like one correspondence way between each combine of non-broken 
sensors in the system. 
In any case, the presence of correspondence ways between sensor sets is identified with another basic property of the WSN, called 
vertex availability (or basically network). All in all, identification applications must be blame tolerant, in which any match of 
sensors is generally associated by various correspondence channels. Thusly, the system usefulness and, hence, the adaptation to 
internal failure of the system depend to an expansive degree on availability. Figure 1 beneath speaks to the normal design of remote 
sensor systems and their hubs. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

                                                                                                                Volume 7 Issue IV, Apr 2019- Available at www.ijraset.com 
     

1344 ©IJRASET: All Rights are Reserved 

 
Figure 1: WSN Communication Architecture 

Remote sensor systems can identify and forward distinguished information and perform reactions dependent on the got information 
in a proper way. The WSN comprises of sensor hubs and sink hubs. Sensor hubs for the most part have low costs, constrained power 
and restricted transmission extend; they are in charge of distinguishing occasions or identifying natural information. Sink hubs are 
more asset rich hubs with copious wellsprings of vitality, more noteworthy correspondence and computational limit, and the 
capacity to perform incredible responses. At the point when the accepting hub plays out an activity, these hubs are called performing 
artist hubs. At the point when a sensor hub identifies a few information that will be conveyed to its checking territory, it will 
transmit the occasion to neighboring hubs, which thus will send the occasion back to another bounce. The equipment parts of a 
sensor hub are appeared in Figure 2. Thusly, the occasion achieves the sink. When the accepting hub gets the information, it will 
play out the relating responses fittingly. WSNs permit some reasonable applications, for example, military control, wonders control 
and assault discovery [1]. 

 
Figure 2: Components of Sensor Node 

As of now, remote sensor systems are beginning to create at a quickened rate. It isn't low to expect that in the following 10-15 years 
the world will be secured by remote sensor organizes that can be gotten to through the Internet. This could be comparable to the 
Internet turning into a physical system. This new innovation is energizing with boundless potential for some zones of utilization, 
including natural, restorative, military, transportation, amusement, emergency the executives, national barrier and savvy spaces. 
Since a remote sensor organizes is an appropriated framework continuously, a characteristic inquiry is what number of framework 
arrangements disseminated progressively can be utilized in these new frameworks? 
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Sadly, not very many past occupations can be connected and new arrangements are required in every aspect of the framework. The 
primary reason is that the arrangement of presumptions fundamental the past work has changed radically. The vast majority of the 
examinations of appropriated frameworks in the past have expected that the frameworks are wired, have boundless power, are not 
constant, have UIs, for example, screens and mice, have a settled arrangement of assets, treat each hub in the framework as vital and 
are free of the position. Conversely, for remote sensor systems, frameworks are remote, have low power, are continuous, use sensors 
and actuators as interfaces, have progressively changing asset sets, total conduct is imperative and position is basic. Numerous 
remote sensor organizes likewise use gadgets with negligible limit, which makes further weight on the likelihood of utilizing past 
arrangements. In spite of the fact that sensor systems are an exceptional sort of specially appointed systems, conventions intended 
for impromptu systems cannot be utilized as they are for sensor arranges because of the accompanying reasons: 
1) The number of nodes in the sensor networks is very large and must scale more orders of magnitude than ad hoc networks and 

therefore requires different and more scalable solutions. 
2) The data transmission rate is expected to be very low in WSN and is statistical in nature. But the ad hoc mobile network 

(MANET) is designed to carry rich multimedia data and is mainly implemented for distributed computing. 
3) A single sensor network is usually implemented by a single owner, but MANET is usually performed by multiple independent 

entities. [4] 
4) The sensor networks are data-centric, ie the queries in the sensor network are directed to nodes that have data that meet certain 

conditions and a single addressing is not possible, as they do not have global identifiers. But MANET is centered on nodes, 
with queries addressed to particular nodes specified by their unique addresses. 

5) The sensor nodes are normally implemented once in their useful life and those nodes are usually stationary, with the exception 
of some mobile nodes, while the nodes in MANET move in an ad hoc way. 

6) Like the nodes of the MANET sensors, they are also designed for auto configuration, but the difference in traffic and energy 
consumption requires separate solutions. With respect to ad hoc networks, sensor nodes have limited power supply and energy 
recharging is not practical, taking into account the large number of nodes and the environment in which they are implemented. 
Therefore, energy consumption in WSN is an important metric to consider. 

7) Sensor networks are application specific. You cannot have a solution that is suitable for all problems. 

A. Fault Tolerance 
Fault tolerance or graceful degradation is the property that allows a system (often based on a computer) to continue functioning 
correctly in the event of a failure (or one or more errors within) of some of its components. Fault tolerance is the ability of a system 
to offer a desired level of functionality in the presence of failures [8]. Nodes in WSN are prone to errors due to power failure, 
hardware failure, communication link failures, malicious attacks, etc. If its operational quality decreases completely, the decrease is 
proportional to the severity of the error, compared to a system with a naive design in which even a small error can cause a total 
interruption. Fault tolerance is particularly required in high availability or critical life systems. It is said that a WSN is fault tolerant 
if it remains functional despite the failures of the k-1 sensor, where k is network connectivity. 
Another important aspect in the design of WSN is what is called detection coverage, a good indicator of the quality of surveillance 
in a field of interest [6]. Some detection applications require complete coverage, as all field positions are covered by at least one 
sensor. Furthermore, in order to address the problem of faulty sensors, double coverage of the same region is desirable. Sensor 
redundancy is closely related to the degree of detection coverage required by sensing applications, ie the maximum number of 
sensors that simultaneously cover any position in the field. Keep in mind, however, that detection coverage and network 
connectivity are not entirely orthogonal concepts. While the detection coverage depends on the detection range, connectivity is 
related to the communication range of the sensors. The detection coverage loses significance if the sensors fail to exchange the 
detected data, then arrive at a central meeting point, called sink, for further analysis. Therefore, for a network to function properly, 
both detection coverage and network connectivity must be maintained. 
Fault tolerance is not just a property of individual machines; It can also characterize the rules with which they interact. For example, 
the Transmission Control Protocol (TCP) is designed to enable reliable two-way communication in a packet-switched network, even 
in the presence of imperfect or overloaded communication links. To do so, communication endpoints must provide for loss, 
duplication, reordering, and corruption of packets, so that these conditions do not damage data integrity and only reduce the 
performance of a proportional amount. 
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B. Need  for  Fault  Tolerant  Protocols and Design Issues 
Sensor networks share common error problems (such as connection errors and congestion) with traditional wired and wireless 
distributed networks, as well as introducing new sources of faults (such as node failures). Fault tolerance techniques for distributed 
systems include tools that have become industry standards such as SNMP and TCP / IP, as well as more specialized and / or more 
efficient methods that have been extensively studied [14]. Faults in sensor networks can not be resolved in the same way as 
traditional wired or wireless networks due to the following reasons: 
1) Traditional network protocols generally do not care about energy consumption, as wired networks have constant and ad hoc 

power, wireless devices can be recharged periodically; 
2) Traditional network protocols aim to achieve a reliable point to point, while wireless sensor networks agree with reliable event 

detection; 
3) In sensor networks, error nodes occur more often than in wired networks, where it is assumed that servers, routers and client 

machines typically operate most of the time; This implies that a closer node health monitoring system is needed without 
incurring significant overheads; 

4) Traditional wireless network protocols based on functional-level protocols to avoid package collisions, the hidden terminal 
problem and channel errors using the operator's physical sense (RTS / CTS) and sense the virtual operator (channel 
monitoring). 

Many detection algorithms recent failures are loosely defined defect patterns or failures too general definition. [6], lists briefly 
selected faults and develops a method for detecting transversal in line defects based on very broad definitions of validation errors. 
Looking beyond the techniques of detection and correction of errors, there has been significant work that frames our willingness to 
provide taxonomy fault. 

C. Taxonomy of Fault Tolerant Techniques 
Recent research has developed several techniques that deal with different types of errors in different layers of the network stack. To 
help understand the hypotheses, the approach and the insights behind the design and development of these techniques, the taxonomy 
of the different fault tolerance techniques used in traditional distributed systems [15] was given as 
1) Failure Prevention: to prevent or prevent failures; 
2) Detection of Faults: it is a matter of using different metrics to collect the symptoms of possible errors; 
3) Fault Isolation: this is to correlate different types of fault indications (alarms) received from the network and to propose 

different hypotheses of failure; 
4) Fault Identification: it is a matter of testing each of the hypotheses proposed in order to locate and accurately identify faults. 
5) Fault Recovery: this is to deal with failures, ie to reverse their negative effects. 
The identification and isolation of faults are sometimes collectively defined as fault diagnostics. Keep in mind that there are some 
techniques that deal with a combination of all these aspects. In reality, these techniques operate at different levels of the network 
protocol stack. Most failure prevention techniques work at the network level, adding redundancy in routing routes; most fault 
detection and recovery techniques work in the transport layer; and some error recovery techniques are performed in the application 
layer, hiding failures during online data processing. 
 
D. Failure Detection Approaches in the WSN  
1) Centralized Approach: The centralized approach is a common solution for identifying and identifying the cause of suspected 

errors or nodes in WSN. Generally; a geographically or logically centralized sensor node (in terms of base station [5, 17 and 
18], central controller or administrator [4], sink) assumes responsibility for monitoring and locating defective or non-compliant 
nodes in the network. Most of these approaches consider that the central node has unlimited resources (for example, energy) 
and is able to perform a wide range of error handling maintenance. They also believe that the useful life of the network can be 
extended if the complex administration works and the transmission of messages can be changed to the central node. The central 
node usually adopts an active detection model to restore network performance states and individual sensor nodes by 
periodically injecting requests (or queries) into the network. Analyze this information to identify and locate faulty or suspected 
nodes. In [17], the base station uses marked packages (containing geographical information of origin and destination locations, 
etc.) to detect sensors. It is based on node response to identify and isolate suspect nodes in routing paths when excessive packet 
fall is detected or compromised data is detected. In addition, the central administrator provides a centralized approach to 
prevent potential failures by comparing the current or historical states of the sensor nodes with the general information models 
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of the network (ie the topology map and the energy map). In summary, the centralized approach is efficient and accurate to 
identify network failures in certain ways. 

2) Distributed Approach: The distributed approach favors the concept of local decision-making, which evenly distributes error 
handling in the network. The goal is to allow a node to take certain levels of decision before communicating with the central 
node. He believes that the more a decision can be made by a sensor, the less information needs to be delivered to the central 
node. In other words, the control center should not be informed unless there has actually been a failure in the network. Others 
face the use of the decision-making merger center (ie, several merger nodes across the network) to make definitive decisions on 
suspicious nodes in the network [11, 12, 14, 16]. 

a) Node Self-Detection: Numerous researchers have proposed a self-determination model to control the malfunction of the 
physical components of a sensor node through the hardware and software interface. The self-determination of the node failure is 
somewhat simple because the node simply observes the binary outputs of its sensors when it compares with the default fault 
patterns. In data dissemination protocols that provide large segments of data to the entire network (or part of the network), 
destination nodes are responsible for detecting missing packets or missing packets and for communicating source feedback 
through messages NACK. 

b) Neighbor Coordination: Fault detection through neighbor’s coordination is another example of the error handling distribution. 
The nodes are coordinated with their neighbors to detect and identify network faults (ie a suspicious node or anomalous sensor 
readings) before consulting the central node. For example, in a decentralized fault diagnostics system [12], a sensor node can 
execute a phased diagnostic algorithm to identify the causes of a fault. Furthermore, a node can also consult the diagnostic 
information of its neighbors (in the communication interval of a jump). This allows the decentralized diagnostic framework to 
be easily resized on much larger and denser sensor networks, if needed. Alternatively, suspicious (or failed) nodes can be 
identified by comparing the readings of their sensors with the average readings of neighbors. With this motivation [9], he 
developed a localized algorithm to identify a suspicious node whose sensor readings have a big difference compared to 
neighbors. Although this algorithm works for large sensor networks, the probability of sensor failures must be reduced. If half 
of the sensor neighbors are faulty and the number of neighbors is even, the algorithm cannot detect failures as efficiently as 
expected. Furthermore, this approach also requires each sensor node to be aware of its physical location with expensive GPS or 
other technology without GPS. [7, 8] solves the accuracy of fault detection through a two-phase coordination scheme. Similar 
approach in [6], where a node can listen to its neighbor using WATCHDOG. If the data packets have not been successfully 
transmitted by neighbors of a node that is currently being routed, faults or neighbors errors can easily be detected. 

c) Clustering Approach: Clustering [14] has become an emerging technology to create scalable and energy-balanced applications 
for WSN. [18], derived an efficient fault detection solution using a cluster-based communication hierarchy to simultaneously 
achieve scalability, integrity and accuracy. They divide the entire network into different groups and then distribute the error 
handling in each individual region. The intracluster heartbeat is used to identify failed nodes in each group. Meanwhile, [13] 
adopts event-based sensing through a management agent model supported by the MANNA management architecture [3]. In this 
approach, agents are run on cluster heads with more resources than common nodes. An administrator is outside the WSN, 
where he has a global view of the network and can perform complex administrative and analytical tasks that would not be 
possible within the network. Each node controls its energy level and sends a message to the administrator or agent whenever a 
change of status occurs. The administrator then uses this information to create a topological map and a network power model to 
monitor and detect possible network failures in the future. Furthermore, random distribution and the limited transmission 
capacity of common nodes and group headers do not guarantee that each common node can be connected to a group header. 
Furthermore, transmission costs for polling network status were not considered in this approach. 

II. DISTRIBUTED DETECTION 
The basic idea of distributed detection is to ensure that each node decides on failures (usually, binary data from the anomalous 
reading of the sensor). This approach is particularly energy efficient and ideal for data-driven sensor applications. However, many 
research challenges remain to achieve a better balance between the accuracy of fault detection and the use of network power. In 
general, the efficiency of such fault detection schemes is counted in terms of node communication costs, accuracy, detection 
accuracy, and the number of faulty sensor nodes that can be tolerated in the network. In Clouqueurs’ work [15], fusion sensors (in 
terms of node managers) coordinate with each other to ensure that they get the same global information on the network before 
making a decision, as faulty nodes can send them inconsistent information. 
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Table 1: Existing Chart for Fault Tolerance Techniques in WSN 

 

III. CONCLUSION 
Mobile computing is an emerging trend in distributed computing for different applications. Mobile host mobility (MH), limited 
battery power in the HD, limited wireless bandwidth, noisy wireless environment, limited transfer and storage (or lack of stable 
storage space in the HD) present problems difficult to provide fault tolerance to such mobile processing systems. 
Due to the possible implementation in uncontrolled and difficult environments and due to the complex arc, wireless sensor networks 
are and will be subject to numerous malfunctions. The objective of this document is to identify the most important types of faults, 
the techniques for their detection and diagnosis and to summarize the first techniques to guarantee the efficiency of failure resilience 
mechanisms. In addition to an overview of fault tolerance techniques in general, and in particular in sensor networks, techniques to 
ensure fault resilience during sensor fusion and the heterogeneous fault tolerance approach were also analyzed. Integrated automatic 
repair. 
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