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Abstract: Clustering has been utilised in numerous kinds of research areas, which is one of the unsupervised learning method. 
This concept tries to discover some  patterns and distributions in unlabelled data sets. This paper analysis the fundamental 
concepts of clustering techniques and its necessities. Some of the clustering techniques like k-means clustering technique, EM 
Clustering technique and DBSCAN clustering techniques are discussed. Moreover the general kinds of clusters are also 
discussed.  
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I. INTRODUCTION 
Data mining encompasses the clustering, anomaly detection, association rule learning, classification, regression and summarization. 
Clustering is a most significant problem that has been increased in recent years. The concept of clustering hazards has been 
addressed in most of the contexts and through researchers in numerous disciplines. This indicates its usefulness and appeal as one of 
the procedures in exploratory data analysis.  
One of the data mining concept of clustering techniques aims at partitioning a set of data objects in classes such that data objects 
that belong to the identical class are more alike than data objects that belong to different classes. These kinds of classes are referred 
as clusters and their number might be preassigned or can be a parameter to be determined by the special techniques. Cluster analysis 
is the arrangement of a collection of patterns which referred as vector of measurements, or a data point in a multidimensional space 
into similarity based clusters. Data clustering has its roots in number of research areas including machine learning, data mining, 
statistics and biology.  
Conventional clustering techniques can be categorised into two major categories like partition and hierarchical clustering. The 
number of clusters need not be defined in prior in hierarchical clustering, and obstacles due to making initialisation and local 
minima does not arise.  
Since hierarchical clustering techniques consider only local neighbours in each step, they couldn’t associate a previous knowledge 
regarding the size or global shape of the clusters. As a final outcome they cannot keeps individual overlapping clusters. 
Additionally, hierarchical clustering is not dynamic and data points committed to a declared cluster in the early stages that cannot 
move any different cluster.  
Prototype based partition clustering techniques can be classified into two categories namely fuzzy clustering and crisp clustering. 
The former one of fuzzy clustering means each and every data object point belongs to every cluster to a certain degree, and the later 
one of crisp clustering refers that each data object point based to only one static cluster. Moreover fuzzy clustering techniques can 
deal with overlapping cluster boundaries. Partitional clustering techniques are not static and the data objects can migrate from one 
cluster to another one. 
 They can associate knowledge according to the size or shape of clusters through using relevant prototypes and distance measures. 
The main drawbacks of the partition approach are the trouble in setting the number of clusters and clusters and sensitivity to noise. 
Clustering is a most significant task in data analysis and data mining applications. It is the assignment of combining a set of similar 
data objects.  
So that data objects in the identical group are more related to each other than to those in other cluster groups. Cluster is an ordered 
list of data which have the similar characteristics. Cluster analysis is the process which is used to discover similarities among data 
based to their characteristics found in the data set and clustering similar and same data sets into cluster groups. Basically formation 
of clusters is an unsupervised learning procedure. A fine clustering process will make high superiority clusters with high quality. 
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Figure 1 Clustering Stages 

 
Clustering is an unsupervised learning process. A good clustering method will produce high superiority clusters with elevated intra 
cluster similarity and minimal inter cluster similarity. The superior result of the clustering based on equal similarity measure utilised 
through the method and its development.  The superiority cluster technique is also measured through its ability to discover some or 
every hidden patterns. Similarity of the group can be calculated through the distance calculation. Clustering process requires some 
of the significant requirements. Those requirements are scalability, ability to handle with various kinds of cluster attributes, ability 
to deal dynamic kinds of data, Find out clusters with arbitrary shapes, least requirements for knowledge domain to determine input 
parameters, Handled with outlier and noise data, Insensitive input records, Association of user specified constraints, high 
dimensionality, usability and interpretability. Various kinds of data that are utilised for cluster analysis are binary variables, mixed 
data variables, nominal, ratio ordinal variables and interval scaled variables. Figure 1 depicts about the various stages of clustering 
process. In that the first process of raw data is taken for grouping process. And continuously, the next process of cluster 
implementation is executed. Generally, many kinds of clustering techniques are available in data mining research field. Finally, the 
fine tuned clusters are received through the relevant clustering techniques. 

II. TYPES OF CLUSTERING TECHNIQUES 
Generally, numerous kinds of clustering techniques available. Any type of clustering technique is to be considered that must be 
comes under the following general clustering categories. Figure 2 depicts about various kinds of clusters. 

A. Nearest Neighbour Cluster 
Nearest Neighbour Cluster is also referred as Contiguous Cluster. A cluster is a set of data objects like the data object in a specific 
cluster is closer to many data objects with in the cluster than to any data object that is not in the cluster. 

B. Well-Separated Cluster 
A cluster group is a set of data objects like any data object that is present in a cluster is very close to every other data object within 
the cluster than to any other object which is not appear in the cluster groups. 

Raw data 
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Figure 2 Cluster Categories 

1) Density Based Cluster: A cluster is dense region of points, separated by a low density regions, from other regions with high 
density is referred as Density based cluster.  

2) Center based Cluster: A cluster is a set of objects such that an object in a cluster is closer to the centroid of a cluster, than the 
centroid of any other cluster. 

III. VARIOUS CLUSTERING ALGORITHMS  
A. K-mean clustering 
K-means is one of the significant partition based clustering technique which can be easily developed and most efficient one in terms 
of the execution time. This cluster data objects are grouped basis of minimising the sum of squared distances among the data items 
and the specified centroid data points. A centroid is referred as centre of mass of a geometric data object of constant density. In k-
means clustering algorithm each cluster’s centre point is referred through the calculated mean value of the data objects in the cluster. 
K-means clusters requires the specified number of clusters and the syntactic or real time data set. Finally it produced set of k 
clusters. Figure 3 depicts about the execution of k-means clustering technique. 

Figure 3 k-means cluster 
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B. Methodology of K-means Cluster 
1) Arbitrarily choose k data objects from dataset  as the initial cluster centre. 
2) Repeat the process. 
3) Reassign each data object to the cluster to which the data object is most similar based on the mean value of the data objects 

inside the cluster. 
4) Update the cluster means continuously. 
5) until no change  

 
C. Expectation Maximization Clustering 
The EM (expectation maximization) clustering technique is almost identical to the K-Means clustering technique. The EM 
clustering technique extends this basic approach of k-means clustering in the following ways. Instead of assigning samples to 
clusters to increase the differences in means for continuous variables, the EM clustering technique calculates probabilities of cluster 
memberships based on one or more probability distributions. The goal of the EM clustering technique is to maximize the overall 
probability or likelihood of the data, given the (final) clusters. Figure 4 EM clustering technique explains about the functionality of 
the algorithm. Through this clustering technique input data objects are taken as input samples. Then the technique of filtering is  
Input sample        Filtering Samples 

Figure 4 EM Clustering Technique 

used to preprocess the input data from the database. Using EM Clustering techniques the data objects are grouped according the 
their similarities. Hence, through the below said example three various clusters are formed. So that the first group contains only red 
colour data objects, second group contains blue data objects and finally the last group contains green colour data objects. Like this 
the EM Clustering technique is processed. 

D. DBSCAN Clustering 
DBSCAN is a density based clustered algorithm similar to mean-shift, but with a couple of notable advantages. It is a non identical 
type of clustering technique with some unique benefits. As this  clustering technique focuses more on the density and proximity of 
observations to generate clusters. This is totally different technique from other clustering techniques. This clustering technique 
based on the observation, it becomes a part of group represented by nearest centroid. This can discover outliers, it means that the 
observations which could not based on any other clusters. Moreover it can identify the number of clusters and also useful with 
unsupervised learning of the data objects. 
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Figure 5 DBSCAN Clustering 

IV. CONCLUSION 
Clustering is one of the most important grouping technique which is used to discover the similar unlabelled data sets. For that many 
number of clustering techniques available in the data mining research fields. This survey discussed about the significance of 
clustering techniques and various kinds of techniques are discussed. Moreover some of the important clustering techniques like k-
means clustering technique, EM Clustering technique and DBSCAN clustering techniques are discussed. This will help the 
researchers to select the real time obstacles. Moreover the general category of clustering describes in what way the clusters are 
generated. This will help to lead the researchers to choose the exact clusters inspite of the real time obstacles.   
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