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Abstract: In most of the cases, the prime cause of an accident is the distracted state of driver. With the increase of In-Vehicle 
Information System such cases are increasing. This problem can be solved by monitoring and predicting the state of driver while 
driving and installing the autonomous prevention system to take preventive actions. In order to realize this strategy we have used 
Convolution Neural Networks and deep learning concepts in order to classify the image of driver into 10 different classes which 
include texting, talking to passenger, talking on the phone, looking left or right, searching something at the back seat, hair and 
makeup, operating radio and drinking.  
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I. INTRODUCTION 
According to the CDC motor vehicle safety division, there are 3,287 deaths each day due to fatal car crashes. On average, 9 of these 
daily fatalities are related to distracted driving. This accounts for approximately 25% of all motor vehicle crash fatalities. Driver 
distraction is reported to be responsible for more than 58% of teen crashes. 
State Farm hopes to improve these alarming statistics, and better insure their customers, by testing whether dashboard  cameras can 
automatically detect  drivers engaging in distracted behaviours. In this project, we have created and refined machine learning mod-
els to detect what the driver is doing in a car. This is done by predicting the likelihood of what the driver is doing in each picture. 
The input to our models are images of people driving. Each image belongs to one of the ten classes described later. We then use two 
different types of convolutional neural networks (CNN): VGG-16 and GoogleNet to predict to which class the given images belong. 
The output is a list of predicted class labels. 

II. RELATED WORK 
This problem was a public challenge hosted on Kaggle by State Farm insurance company two years ago [2]. Some of the solutions 
were based on SVM model that detect the use of mobile phone while driving [3].  Others were based on face and hand  segmenta-
tion  using  RCNN  [4].  Some approaches included the use of handcrafted features (HOG  and  BoWs)  [5].  There  are  quite  a  few 
approaches based on  Deep CNN  models which are pre-trained on ImageNet  such as  AlexNet, ResNet-152, VGG-16. Some solu-
tions consist of genetically-weighted  ensemble  of  convolutional  neural networks. 

III. DATASET DESCRIPTION 
State Farm is a large group of insurance and financial services companies throughout the  United States. They released their dataset 
of 2D dashboard camera images  for a Kaggle  challenge. The dataset had  22400  training  images  and  79727  testing images. Res-
olution was 640 x 480 pixels.The training images  had  corresponding labels  attached. Labels  belonged to  one  of the  ten classes 
as mentioned below:  
1) c0: normal driving                 
2) c1: texting - right                 
3) c2: talking on the phone - right                                
4) c3: texting - left                                                        
5) c4: talking on the phone - left                                       
6) c5: operating the radio                                              
7) c6: drinking                                                              
8) c7: reaching behind                                                  
9) c8: hair and makeup                                                 
10) c9: talking to passenger  
The training set consists of 22400 images which are split into 2 parts i.e. train and validation sets. 
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Below are the sample images of the input. 

 
 

IV. TECHNICAL APPROACH 
Deep CNN is essentially a kind of Artificial Neural Network (ANN) which is propelled by the animal visual cortex. Since most re-
cent couple of years, CNNs have indicated amazing advancement in different assignments like  object detection, image classifica-
tion, natural language processing and some more.  
 
A. CNN Architecture 
In AI, a convolutional neural system (CNN, or ConvNet) is a class of deep, feed-forward artificial neural systems that has effective-
ly been applied to analyse visual imagery.  

 
Fig.1: Basic CNN Architecture 

A CNN comprises of an input and a output layer, just as numerous hidden or concealed layers. A CNN design is shaped by a pile of 
unmistakable layers that change the information volume into a yield volume through a differentiable function.  

B. Convolutional Layer 
The core building block of a CNN is the convolutional layer. The layer's parameters comprise of a lot of learnable filters, which 
have a little receptive  field, yet reach out through t he full depth of the input  volume. A two dimensional activation map of each 
filter is produced and it is convolved across the width and height of the input volume. Therefore, the network learns filters that acti-
vate when it identifies some particular kind of feature at some spatial position in the input.  

C. Pooling Layer 
Pooling is a type of non-linear down-sampling. Max pooling is the most common implementation of pooling. The input picture is 
partitioned into a set of non-overlapping rectangles and for each rectangle, it outputs the maximum value. The instinct is that the 
careful area of a feature is less essential than its unpleasant area in respect to different features. The pooling layer works inde-
pendently on each depth slice of the input and resizes it spatially. It is often inserted between successive convolutional layers. The 
depth of the input  stays unaltered.  

D. Fully Connected  Layer 
At last, after a few convolutional and max pooling layers, the high level reasoning  in the neural networks  is done by means of fully 
connected layers. In fully connected layer, neurons are connected to all activations in the previous layer, as found in regular neural 
networks.  

E. Classification Layer 
The classification layer determines how the deviation between the predicted and true labels is penalized by training and is generally 
the final layer. Softmax loss is used for predicting a single class of K mutually exclusive  classes. Sigmoid cross-entropy loss is used 
for predicting K independent probability values ranging from 0 to 1.  Several loss functions that are appropriate for  different tasks 
might be chosen accordingly. 
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F. Transfer Learning 
Transfer learning gives the chance to adapt a pre-trained model to new classes of data . In this technique a pre-prepared model is 
used as an initialization or fixed feature extractor as opposed to training a CNN from scratch . The following are two kinds of trans-
fer learning systems. 
1) ConvNet as Fixed Feature Extractor: In this technique, a pre-prepared network is introduced and the last fully connected layer 

is removed. this network is then treated as a fixed feature extractor. When these fixed features are extracted, the last layer is 
trained with these features. As shown below in Fig.2 instantiate the convolutional part of the VGG16 model. Execute the model 
on training and validation data once, recording the output in two numpy arrays. Then a small fully connected model is trained 
on top of the stored features. 

 
Fig.2 (File:vgg16) 

 
2) Fine-tuning the ConvNet: In this technique, the weights of the pre-trained network are also fine-tuned, in addition to replacing 

and retraining only the classifier. It is possible to fine-tune all the layers of the ConvNet, or it’s possible to keep some of the 
earlier layers fixed (due to overfitting concerns) and only fine-tune some higher-level portion of the network. This is motivated 
by the observation that the earlier features of a ConvNet contain more generic features that should be useful to many tasks, but 
later layers of the ConvNet becomes progressively more specific to the details of the classes contained in the original dataset. 
As shown below in Fig.3 instantiate the convolutional base of VGG16 and load its weights. Add previously defined fully-
connected model on top, and load its weights. Freeze the layers of the VGG16 model up to the last convolutional block. Fine-
tune the model. This is done with a very slow learning rate, and typically with the SGD optimizer rather than an adaptive learn-
ing rate optimizer such as RMSProp. This is to make sure that the magnitude of the updates stays very small, so as not to wreck 
the previously learned features. 
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Fig.3 (File:vgg16_modified) 

Coding was completed using Python and Keras with Tensorflow as the backend. Amid the training process huge memory usage was 
seen when every image is loaded and pre-processed. Subsequently this step was executed multiple times changing the capacity of 
the compute instances to account for huge RAM. 

G. Refinement 
To get the initial result simple CNN architecture was built and evaluated. This resulted in a decent loss. The public score for the 
initial simple CNN architecture(initial unoptimized model) was 2.67118. 
After this to further improve the loss, transfer learning was applied to VGG16 along with investigating 2 types of architectures for 
fully connected layer. Model Architecture1 showed good results and was improved further by using the below techniques 
1) Drop out layer was added to account for overfit    ting. 
2) Xavier initialization was used instead of random initialization of weights 
3) Zero mean was ensured by subtracting 0.5 during Pre-processing. 
4) Training was carried out with 400 epochs and with a batch size of 16 
To further improve the loss metric, VGG16 along with Model Architecture1 was selected and fine-tuning was applied. SGD opti-
miser was used with very slow learning rate of 1e-4. A momentum of 0.9 was applied with SGD. 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

                                                                                                                Volume 7 Issue IV, Apr 2019- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 
 

3449 

H. VGG-16 Model 
We setup our pre-trained VGG-16 model with the last output layer removed. We first run a forward propagation through the VGG-
16 model and save the results for future use. Then, we add and train the output layer with batch size of 64, learning rate 0.001, 
epoch of 15, and dropout of 0.8. The dropout layer will randomly drop 80% of the neurons during the training process for each itera-
tion, and proves significantly reduce the overfitting issue in our experiments. The model converges quickly in about 10 epoches and 
then stabilize throughout the training process. We plot the accuracy for both training and valid set, and the maximum accuracy in 
validation set is 85% with a log loss of 0.45. 
The fine-tuned model was finally selected as that provided the best score and rank in the Public Leadership board. The public score 
for fine-tuned model(final optimized model) was 1.26397. This is best score than that of the initial simple CNN architecture(initial 
unoptimized model) score i.e. 2.67118. 
 

V. RESULTS 
A. Model Evaluation and Validation 
During model creation and development, a validation set was used to evaluate the model. The comparison of the Public Scores for 
all the model architectures considered for this data set is shown in Fig.4 

 
Fig.4 

The final architecture chosen was the VGG16 fine-tuned model. This architecture along with hyper-parameters were chosen as they 
performed the best among all model combinations. 
Following are the details of the final model parameters and training process: 
1) VGG16 is instantiated and first 15 layers were frozen. 
2) The last Conv layer i.e. Conv block 5 is fine tuned. 
3) Our own layer(Global Average Pooling + Fully Connected layer) is added and fine tuned 
4) Fine tuning is carried out with very slow learning rate and SGD optimizer 
5) Training is carried out for 10 epochs with a batch size of 16 
Finally the model is tried on the test data set. This resulted in Public Score of 1.26397. This can result in rank of 617 out of 1440 in 
Public Leaderboard i.e. in top 42.84%. It was observed the loss on validation dataset was 0.00751.This in caparison with public 
score on test dataset would suggest that there is overfitting. In order to resolve overfitting we need to consider adding/increasing the 
drop out and L2 regularization. 
 

VI. CONCLUSION 
The table below summarizes the overall performance for each of our models. 

Table1.Model Performance Summary 
 
 
 
 
 
 
 

Models Val-
idation 

Validation 
Accuracy 

Validation 
Loss 

Kaggle 
Score 

FC 11.4% 6.1 6.8 
Basic CNN 74.3% 1.2081 1.32 
VGG-16 85.01% 0.4954 0.64 
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The fine-tuned model was finally selected as that provided the best score and rank in the Public Leadership board. The public score 
for fine-tuned model (final optimized model) was 1.26397. This is best score than that of the initial simple CNN architecture (initial 
unoptimized model) score i.e. 2.67118. 
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