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Abstract: This paper is mainly focused on the techniques and measures taken to improve farming by inculcating the technical 
knowledge and developments in order to make the agricultural sector more reliable and easy for the farmers by predicting the 
suitable crop by using  Machine learning techniques  by sensing  parameters like-- soil, weather and market trends. Parameters 
considered are PH, Nitrogen-phosphate-potassium contents of soil, temperature, rainfall and humidity. We consider Artificial 
Neural Network, Information Fuzzy Network and other Data Mining Techniques. The complete research comes up to a 
conclusion that Artificial Neural Network is the suitable technique for our project. 
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I. INTRODUCTION 
Agriculture plays an important role in every individual’s life. Being the backbone of India, Agricultural sector has been improving 
by the needs of the public, as the technology improves. These developments are very much necessary to meet the needs of every 
individual with the rapid growth of population and considering various situation of climatological phenomenon affecting local 
weather conditions which has a direct impact on the crop yield, researchers have explored the relationship between the 
climatological phenomenon and crop yield. For better crop yield the Artificial Neural Network have demonstrated to be an effective 
tool for modeling and prediction. These technological aspects pressures up to improve the use of technology in the field of 
agriculture [1] to find out the better crop yield.To  get information or data on agricultural field such as soil condition, weather 
condition, plant physiology and several process take place in field can achieved by using different sensors, satellites etc. These 
datasets are extremely helpful when it comes to the agricultural production. Machine Learning algorithms can be used to perform 
these tasks and help to predict the type of the crop that can be planted [2], [3], [4].  
In Agricultural practices all the work is done in field and to forecast the yield the data will be analyzed by  machine learning with 
remote sensing data over the farm. NVDI ( Normalized Difference Vegetation Index) is a technique which retrieves vegetation 
activity using near-infrared and red spectral channels. Agricultural production is affected by harmful environmental factors. A 
seasonal variation in the crop is observed due to the environmental impacts.we need use the advanced agricultural resource 
management techniques to improve the crop yield.Due to the increasing amount of data that is being collected, we use machine 
learning to improve our crop prediction. 

II. TECHNIQUES USED IN PREDICTIONS 
1) Artificial Neural Network: Artificial Neural Networks, as the name suggests “neural” is brain-inspired word. It works as the 

same way as the human brain works. In Neural networks it consist of input,output and hidden layers layers,where the neurons 
are the input given to the ANN and it is performed by hidden layers by some units and it is used by output layers to produce 
output.  The accuracy of the neural networks increases as the data increases. They adapt to the complexity without knowing the 
principles of underlying layers. In artificial intelligence and machine learning algorithms like ID3 and other optimizing 
algorithms are used in tomato crop detection [6]. Tomato is widely used crop around the globe,  its cultivated in almost all parts 
of the world. To design a expert system for Tomato crop the taken help from the computer engineers to design and program and 
Agriculture scientist and the expert who have more knowledge in tomato cultivation.In maize cultivation, the machine learning 
techniques are used [7]. Corn is also a popular crop and a main source of cereals along with rice genotypes which is  adapted 
and well suited in drought situation which has to be grown under controlled situations and marginal law has to be implemented. 

2) Information Fuzzy Network: Crop prediction and analysis is done through neural network [8]. The inputs are Soil moisture 
content, ground biomass and repository organ for Neuro-fuzzy Inference system. There are other problems like forecasting 
yield in a remote sensing area and goes long behind in time. The design of the algorithm is in such a  way that it leaves behind a 
year and uses the rest of the data. The deviation is determined by comparing the yield with the one that is left out.[9] The study 
conducted to consolidate the aspect of incomplete information, used the web based decision support system where the fuzzy 
logic advancement of an agricultural used  because the effect of climate development is considered to be a major part in the 
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field of agriculture and crop prediction in Malaysia. Therefore, the synthesis o data and heterogeneity of data is important 
because they influence the decisions for incomplete knowledge to bring out more transparency and acceptable information for 
easier user communication. The detailed information about soil , rainfall arrangement will be taken into consideration to bring 
about accomplished results. 

3) Data Mining Techniques: This technique is used to analyze the collected data to give insights to make decision.By using the 
information or result obtained by the data mining techniques we can reduce the risk associated with the agriculture by 
predicting the crop yield more precisely to harvest.To provide efficient result the Data mining technique required large amount 
of data to analyze such a way in yield prediction it requires more data that related crop yield.Weather data.soil properties and 
agricultural statistics etc[10]. 

Data mining techniques are divided into two groups: 

A. Classification 
B. Clustering. 

Classification techniques is uses the samples classified datasets to provide the categorize information. This datasets are used to train 
the classification technique.If there is no training set, then it is difficult to categorize the data. In this type of cases,the unknown 
datasets are used to split into clusters and it is known as cluster method. 
clustering method can be used to split a set of unknown data into clusters.[11]. 
There are seven different methods in data mining procedures [12]: 
1) Data Cleansing: Data Cleaning is very domain specific. The data is inconsistent, always varying and quite trivial nowadays. 

Dirty or unwanted data in data warehouse should be cleaned to keep high data quality [25]. 
2) Data Integration: Data Integration is to consolidate the inconsistent data to consistent data. It should resolve the problems such 

as naming conflicts and inconsistancies [26]. 
3) Data Selection: Data Selection deals with the choosing the right data for the process. 
4) Data Transformation: Data Transformations are transformation of datasets mathematically [27] 
5) Data Mining: Data Mining can be classified into two techniques - Predictive and Description [28]. Either of the two methods 

are used in Data Mining.  
6) Pattern Estimation: Recognizing the pattern according tot he needs of the data mining and its classifications is important. 
7) Knowledge Display: Display of knowledge 

III. LITERATURE SURVEY 
Sujatha et al describes How the old agricultural information can be used to describe the future prediction of crops and yeild. It also 
suggests the farmers about what type of crop can be grown using the weather stattion information and provides the suitable 
information to prefer the accurate season for excellence farming. Data mining techniques are discussed in detail. [16]. 
Kushwaha et al describes the prediction of crop using IoT with the suitable climatic conditions and the possibilities of improvement 
and its application. They have used the Hadoop file system[17].To build a prediction system for crops and to detect the pests the 
classification,analysis and prediction algorithm is used.   
Fathima et al describe the different mining techniques to study crops that are quantitative and correlation them for interseason 
growth.Clustering large data is a challenge, so k means algorithm is used to manage large data. Appropriate algorithm is used to 
determine the crops are selected as frequent item set.And they focus on the government policies and the cropping practices of 
frames.[18] 
Veenadhari et al describes important role that performed by data mining methods in agricultural field.They have presented the 
different ML algorithms such as k means,SVM,ANN etc. The crops were predicted mainly based on climatic features which gives 
accuracy score of about 95% with the C4.5 algorithm [19]. 
Sellam et al describes the various factors that involved in environmental parameters which influence the yield of the crop are Area 
Under Cultivation, Annual Rainfall, and Food Price Index and establish the relationship among these parameters. The infliction on 
the crop yield is analyzed by using various environmental factors and Regression Analysis (RA), Linear Regression (LR) 
Algorithm.[20] 
Raorane et al describes by using the different data mining techniques how to improve the crop production.And the techniques they 
have used for classification such as ANN,SVM and k means etc.[21] 
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Kaur et al uses the different data mining technique achieve the high accuracy in price prediction.The data model is build to predict 
the price.They have collected the market price of the tomato and build the model and predict the price by using BP Neural Network 
and it is simulated using MATLAB.[22] 
Ankalaki et al studied the clustering algorithm such as DBSCAN nnd AGNES.And to predict the crop yield Multiple Linear 
Regression is used.[23] 
Gayatri et al describe the better yield for the farmers to perform this operation they have collected the data from different 
technologies like IOT and web services and it can handle large amount o f data.GPS is used to capture the agriculture field images 
and it is stored in repositories along with its location.And it is communicated through cloud. 

IV. METHODOLOGY 
Data mining has two main techniques, they are classification and clustering. The future data are classified and predicted using 
classification and prediction which are the two ways of analyzing data . The goal is to set the accuracy of testing Hugh than the 
accuracy of training of classification algorithm. The three methods of data mining are Supervised learning, Unsupervised learning 
and Semi-supervised learning. The various classification techniques that are used to find knowledge are described below:  [13]. 

A.  Naive Bayes 
Naive Bayes works on the principle of Bayes theorem which uses hypothesis of strong anatomy. This algorithm strongly depends on 
the probability models. It works at its fullest in a supervised learning environment . The major advantage of this classification 
algorithm is that , it requires minimum training data for evaluating the mean and varience of variables that are important for 
classification.The formula for Bayes theorm is  
 

 

B.  J48 
J48 algorithm is an implementation of java algorithm. Decision tree analysis is mainly used in C4.5 algorithm. A set of labelled data 
inputs are used to build a decision tree and it can be validated . This Algorithm is is an extension of ID3 algorithm.  The J48 
algorithm uses a process called counting gains. It involves measure of disorder which is called as “entropy”. The Entropy y is 
calculated by:  
 

 

 

 
 

C.  Random Forest 
An algorithm known as Random Forest is one of the ensemble techniques for classification  and regression tasks which constructs a 
decision tree .It is best suitable for handling huge amount of data with perfection.  

D. Artificial Neural Network 
Neural Networks are developed using the principle of biological neural system. Neural Networks is a framework for different 
machine learning algorithms to work together and process data but not an algorithm itself. The theoretical and computational 
neuroscience are consists of the methods that are used to design neural network by using Central Nervous System (CNS)  

E.  Decision Tree 
Decision Tree is one of the best data mining technique. Geospatial Decision Support System was a success by the use of mining 
technique which is related risk management . Decision tree is focused on learning a rule rather than the instance of 
observation.[14][15]. 
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V. CONCLUSION 
We can conclude now that the task of prediction of crops can be achieved using different methodologies as discussed above. We can 
also say that ANN’s give us a better, accurate predictions. Hence by using the soil, weather and market prices, we can build a 
model, having a workflow as shown above, that can provide accurate predictions about the crop yield suitable for a particular 
region. These are perfomed by using Artificial Neural Network (ANN). 
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