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Abstract: Student Performance Analysis is used to predict the performance of a student based on various factors like marks,
attendance, staff rating, ragging, social media usage, extra-curricular and stress factor using the following machine learning
algorithms.

a) Naive Bayes

b) K Nearest Neighbour

A comparative analysis is also performed on both the algorithms in terms of accuracy.
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I. INTRODUCTION
A. The Issues Faced By The Educational System Today Are
1) Increase in drop-out rates at higher educational level
2) Negligence of non-academic factors on the performance of a student.

Why College Students Drop Out

388 Financial pressure ! 5% Health problem
3% ., 38% . 28% Academic disqualification 3% Mental/emotional issues
m 4% Distance from home . D% Family support
4% s
28% . 13% Poor social fit

Survey conducted 4th quater 2007 in a survey of 14,500 students at fifteen colleges by Duck$. Error Margin +/- 2%

Fig. 1: Reasons for college drop out

Machine learning algorithms can be used to predict the future performance of the student and a comparative analysis can be
performed on both the algorithm to gauge the efficiency of both the algorithms.

1l. OBJECTIVE
The objective of this model is to analyse the performance of a student using machine learning and data mining based on multiple
academic and non-academic factors which would enable a student to improve his/her performance.

IHILMETHODOLOGY
The workflow of the data is as shown in the following diagram which allows to predict the performance of the student. All the fields
(marks, attendance, staff opinion, extra-curricular activities participation, ragging, stress) are obtained from the database fed in by
the user. Naive Bayes and KNN algorithms are applied on the data to obtain the results.
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Fig. 2: Workflow

The following figures depicts the user interface which depicts the fields to be entered by the student.

[ ] @
Marks(Grade) | Attendance(Percentage) Staff Remarks(Rating)
Ragging Socialmedia Usage | Extra Curricular Activities Participation
Stress
Process
Result
probability
Fig. 3: User Interface
Marks(Grade) 9.6 Attendance(Percentage) 90 Staff Remarks(Rating) 3
Ragging 1 " socialmedia Usage 0 Extra Curricular Activities Participation 1
Stress 0
Process
Result Student Performance is: Good
probability 76 %

Flg 4: Sample Inputi R
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Naive Bayes classifier Result
no

K Nearest Neighbours classifier Result
yes

Accuracy in: Naive Bayes 1ms
Accuracy in: K Nearest Neighbours @ms

BUILD SUCCESSFUL (total time: 1 minute 2 seconds)

Fig. 5: Sample Output 1

The accuracy of both the algorithms is compared in terms of time taken by both the algorithm to execute and produce results.
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Fig. 6: Algorithm Accuracy
IV.CONCLUSION

With education playing a major role in the development of a country, this project would play a major role in the overall
development of its students by:

A
B.

[
[2
B3]
4

Predicting the performance of the students.
Taking into consideration both academic and non-academic factors.
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