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 Crossbreed Regression Technique for House Prices Prediction 
Miss. Vadaka Keerthi, Mrs. Kavitha Juliet 

Abstract- Usually, House rate index represents the summarized charge adjustments of residential housing. While for a single family house charge prediction, it needs more accurate 
technique based on location, residence type, size, construct year, neighbourhood amenities, and some different elements which could affect house demand and supply. With constrained 
dataset and information features, a realistic and composite data pre-processing, innovative feature engineering technique is examined in this paper. The paper additionally proposes a 
hybrid Lasso and Gradient boosting regression model to predict person house price. The proposed strategy has lately been deployed as the key kernel for Kaggle Challenge “House 
Prices: Advanced Regression Techniques”. The performance is promising as our trendy score was once ranked top 1% out of all opposition groups and individuals. 
Index Terms – prediction, data pre-processing, regression, Lasso, Gradient boosting regression. 

I. INTRODUCTION 
Machine studying develops algorithms and builds models from data, and makes use of them to predict on new data. The important difference with ordinary algorithm is that a model is 
constructed from inputs data rather than simply execute a series of instructions. Supervised gaining knowledge of uses facts with result labelled, whilst unsupervised getting to know the 
usage of unlabeled data. There are a few frequent desktop studying algorithms, such as regression, classification, neural community and deep learning. Reinforcement learning and 
representation getting to know are heavily used for deep learning. How to use machine mastering algorithms to predict residence price? It is a venture to get as carefully as feasible result 
primarily based on the mannequin built. For a unique residence fee it is determined through location, size, residence type, city, country, tax rules, economic cycle, populace movement, 
hobby rate, and many different elements which ought to have an effect on demand and supply. For neighborhood residence price prediction, there are many beneficial regression algorithms 
to use. For example, help vector machines (SVM), Lasso (least absolute shrinkage and selection operator) [2], Gradient boosting [3], Ridge, Random forest. We will check out and explore 
them in Part III. After examining data, we locate that the records best is a key element to predict the house prices. Data enter characteristic density estimation is necessary for regression. 
Hence, normality take a look at for each feature is to verify whether it is well-modelled with the aid of a regular distribution and to discover possible transformation to a normal distribution. 
Homoscedasticity verification are additionally considered, therefore regression algorithms with parameter extra than 10000iterations are applied. But the result is decided through the 
homoscedasticity between coaching data and check data. Linearity of every function is the statistic integral of regression algorithm, therefore, many transformation are utilized to decora
the linearity of enter features. Kaggle organizes a residence fees opposition [1], it gives statistics with seventy nine explanatory variables for part of residential domestic transactions in 
Ames, Iowa, and opens to all to predict price of each included home transaction Sale Price. 

II. LITERATURE SURVEY 
On the Relation between Local Amenities and House Price Dynamics-This learns about explores the extent to which nearby services are related to residence fee volatility, returns and 
risk‐adjusted returns throughout 238 MSAs. We locate robust evidence that high amenity areas journey greater fee volatility. In regards to returns, high amenity areas trip increased (lower) 
actual returns in appreciating (depreciating) markets. However, high amenity areas journey little to no atypical risk‐adjusted returns. Results from the study are robust to an endogenous 
therapy of facilities and land furnishes elasticity. Overall, we conclude that the desirability of a metropolitan place is a vast channel via which land values power house charge dynamics. 
Defining Street-based Local Area and measuring its impact on residence charge the use of a hedonic price approach: The case find out about of Metropolitan London-An under-explored 
subject matter inside the field of planning and housing research is related to the definition of nearby location unit. An empirical problem that arises is that one-of-a-kind types of nearby area 
gadgets can infer one-of-a-kind results. This ought to be in developing segregation indices, in estimating hedonic fee models or in figuring out housing submarkets. This lookup proposes the 
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thought of Street-based Local Area (SLA), in asking to what extent SLA partner with residence price. In order to look at this question, this article borrows from community science and area 
syntax research in defining SLA. This research conjectures that SLA has an extensive impact on house charge and that this impact is captured extra strongly than ad-hoc administrative 
region-based nearby area. In order to test this conjecture, this lookup adopted the multi-level hedonic charge method to estimate neighbourhood region results on house expenses for the case 
study of Metropolitan London in the United Kingdom. Results showed sizeable nearby place consequences on residence fees and that SLA is desired to region-based one. The plausible 
motives are firstly, human beings perceived the nearby location on a road network. Street-based Local Area is capable to seize extra exactly subtle perceptual differences in an city 
surroundings than an ad-hoc administrative region. Second, the topology of the street community reinforces the socio-economic similarity/differences overtime. Differences between 
neighbourhood areas can come to be greater stated as like-minded human beings bump into every other, cluster together and share facts with each other. Third, as human beings become 
aware of these nearby areas they would make decisions based totally on it. The local area will become phase of the housing bundle leading to it having an impact on house price. The 
principal contribution of the research is the novel application of community detection techniques on the street-network twin format to defining SLA. This is necessary as it links the topology 
of the street community to how we outline and discover nearby place and it presents an alternative to ad-hoc administrative geographies that are presently utilized in many components of 
regional planning. 
Property Renovations and Their Impact on House Price Index Construction-This paper provides the first wide-scale evaluation of property renovation bias in repeat-sales house charge 
indices across a multitude of U.S. geographies. Property upgrades often lead to superb fine drift. In neighbourhood markets, omitting information on property improvements can bias index 
estimates upwards. Bias frequently varies in a predictable manner and can distort valuations by using as tons as 15 percent in the central districts of giant cities. This systematic variation in 
bias is in part a characteristic of the disparate concentration of renovation endeavour with property improvements going on extra frequently in denser areas. The distortionary effect of no 
longer accounting for property renovations tends to decline outdoor of downtown areas and is normally negligible in smaller cities (populations beneath 500,000). 
Explaining house price dynamics: Isolating the role of non fundamentals-This paper examines the role of non fundamentals‐based sentiment in house price dynamics, including the 
well‐documented volatility and persistence of house prices during booms and busts. To measure and isolate sentiment's effect, we employ survey‐based indicators that proxy for the 
sentiment of three major agents in housing markets: home buyers (demand side), home builders (supply side), and lenders (credit suppliers). After orthogonal zing each sentiment measure 
against a broad set of fundamental variables, we find strong and consistent evidence that the changing sentiment of all three sets of market participants predicts house price appreciation in 
subsequent quarters, above and beyond the impact of changes in lagged price changes, fundamentals, and market liquidity. More specifically, a one‐standard‐deviation shock to market 
sentiment is associated with a 32–57 basis point increase in real house price appreciation over the next two quarters. These price effects are large relative to the average real price 
appreciation of 71 basis points per quarter observed over the full sample period. Moreover, housing market sentiment and its effect on real house prices is highly persistent. The results also 
reveal that the dynamic relation between sentiment and house prices can create feedback effects that contribute to the persistence typically observed in house price movements during boom 
and bust cycles. 
Estimation and Hypothesis Testing For Nonparametric Hedonic House Price Functions-In contrast to the inflexible structure of general parametric hedonic analysis, nonparametric estimators 
manipulate for precise spatial effects whilst using quite flexible purposeful forms. Despite these advantages, nonparametric processes are still now not used appreciably for spatial facts 
analysis due to perceived difficulties associated with estimation and hypothesis testing. We exhibit that nonparametric estimation is viable for giant datasets with many independent 
variables, offering statistical checks of individual covariates and assessments of model specification. We exhibit that fixed parameterization of distance to the nearest speedy transit line is a 
misspecification and that pricing of get admission to this amenity varies across neighbourhoods inside Chicago. 
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III. METHODOLOGY 
In this part, we describe the details of creative feature engineering, and describe how to apply multiple regression algorithms. Finally, we explain the coupling effect of Lasso and Gradient 
boosting algorithms. 

A. Creative Feature Engineering 
 We investigating the value distribution and correlation of Sale Price for each variables and introduce many new variables. For example, Fig. 1 shows log transformation Sale Price 
distribution for each neighbourhood. There are significant different Sale Prices among different neighbourhoods. Details of feature engineering are listed in following paragraphs. 

 

Fig. 1 Neighbourhood Log Transformation of Sale Price 

Changing numerical type values to string category, and introducing some quality level numerical value. 

Changing few string category types to numerical types based on average Sale Price. 

Using mode to fill some missing values, for example MS Zoning, Sale Type; If too many missing values in a feature, we introduce No Value type, for example, Alley; Replacing some 
missing values with 0, for example Bsmt Full Bath, and replacing some missing values to median values, for example Garage Area. 

Introducing sale price group predicted with SVM with few input features. 
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Adding new features, we multiply of Lot Area, Gr Live Area, Total Bsmt SF, etc. with Overall Qual, Exter Qual, and Kitchen Qual etc. to add new features 

Log transformation, in order to approximate normal distribution, log transformation has been applied for Sale Price, Lot Area and Lot Frontage etc. 

 

Fig. 2 Log transformation Sale Price and Sale Price distribution. 

Appling log transformation for other skewed numeric features. 

B. Regression Algorithms  
There are many regression algorithms that can be used to build models and predict house prices. After investigation, we find that Ridge, Lasso from sk learn [2]and Gradient boosting [3] are 
more useful. Ridge and Lasso regressions are used to model cases with large number of features. In especial, Lasso regression could model cases with a million features. 

C. Hybrid Regression  
 Since Kaggle House Prices competition covers the Sale Price field for test data, users only can get score after submission. We find the coupling effect of multiple regression algorithms. The 
hybrid regressions result is better than one specific regression algorithm.  

D. Prediction Submission and Valuation 
 Kaggle house prices competition [1] evaluation standard is Root-Mean-Squared-Error (RMSE) between the logarithm of the predicted value and the logarithm of the observed sales price. 

IV. CONCLUSION 
Importance of Creative Feature Engineering, the test result shows that it is useful to create more new features. For those missing values, based on statistical result, the program needs to set 
default value with different method, for example, mode method, no Value, zero value or median value. For some skewed distribution features, log transformation is a very useful method. An 
interesting finding is how to use Lasso to select features, there is a need to try and verify the features to be removed. For this example, it is about 230 features to remain. The purpose of 
features engineering is to improve data normality and linearity, while set parameter of high iteration times is used to improve data homoscedasticity. Another interesting finding is th
optimal no of features for training data may not be the best one for test data. The optimal group of parameters for Gradient boosting for training data, it may not be the best one for test data.
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Hybrid Regression, the result proves the coupling effect of multiple regression algorithms. Based on the result, the hybrid regressions are better than one from Ridge, Lasso or Gradient 
boosting regression. The best hybrid regression result for test data is 0.11260 with 65% Lasso and 35% Gradient boosting combination. 

V. FUTURE WORK 
As mentioned in Part II related work, there are a lot of key variables affect house prices. If data are available, a good idea is to introduce more features, for example income, salary, 
population, local amenities, cost of living, annual property tax, school, crime, marketing data. Furthermore, Random forest is an advanced regression algorithm; it may help to improve 
prediction accuracy. Finally, we suggest building a separate algorithm to detect and predict abnormal transactions Sale Price. Kaggle is a good place to develop sharp tools for machine 
learning and test the result in blind mode. 
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