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Abstract: Cyber-deceptive evaluation is important in the current world of cyberspace defense which is vulnerable to various 
attacks. To protect an organization or national infrastructure from any form of cyber threat, cyber-deceptive defenses have taken 
their place in protecting these systems. For this reason, this paper proposes a deep learning methodology that can be 
implemented to conduct automated cyber-deceptive defenses. This methodology requires minimal human involvement and can 
prevent any impediments related to human deceptive research. Additionally, it can reduce the efficacy involved in the automation 
process before human subjects are taken for research. This paper leverages the current advancements in machine learning and 
uses a realistic and interactive approach for use by large web services which might be targeted. Also, an evaluation of intrusive 
detection systems has been integrated specifically for systems whose deceptive responses are equipped with the application layer. 
The results obtained from this paper suggest that developing adaptive web traffic equipped with evasive attacks are challenging 
and aggressive to cyber-deceptive defenses. 
Keywords: automative, cyber-deceptive, defenses, evaluation approach, framework, intrusion detection system (IDS).  

I. INTRODUCTION 
With the current growth in technology, cyber-deceptive defenses are increasingly being applied for securing government critical 
infrastructure and organizational systems from external cyber threats. According to [1], cyber-deceptive products will increase in the 
industry with numbers of up to 2 billion dollars by 2022. The new advances in cyber defense have integrated new layers which can 
improve the conventional defense. This is done by moving the traditionally-burdened asymmetries back to the hackers. For instance, 
the current cyber-deceptive defense introduces a challenge where attackers are left wondering which the actual vulnerability is, 
among a pool of vulnerabilities. Contrary to this, convention cyber defenses allow attackers to detect the vulnerability, thus, 
permitting them to successfully penetrate the network [2]. The increase in complexity among the newer technologies in software and 
networks has led to an increase in hacker-defender asymmetries. Cyber-deceptive strategies utilize this situation by leveling these 
asymmetries which, in turn, become essential for large-scale defenses. It is important to set up robust strategies of evaluation in the 
development of effective cyber-deceptive systems. However, the methodologies used in the cyber evaluation are frequently 
challenged by the difficulty in carrying out experiments using the relevant human subjects. Rare humans with exceptional expertise 
and cyber skills are required to capture the ingenuity, diversity, and resourcefulness of a system. However, there is a new deep 
learning approach that evaluates cyber-deceptive systems without the need for human subjects. To advance the current cyber-
deceptive defenses, efficient methods of carrying out significant evaluations without human intervention are needed. 

II. METHODOLOGY 
It is extremely difficult to eliminate human subjects and depend entirely on machine learning approaches in the evaluation of cyber-
deceptive systems. A common challenge in this new approach is the ability to emulate human-like decision-making capabilities 
which can automatically synthesize attacks. However, the new approach to be introduced relies solely on automated tools that can 
be used for offense. For instance, the human bots rely mostly on reports delivered by automatic bots which are, then, used to assess 
the attack status and send commands to the botnet [3] These are simple commands which can conduct kill chains that are automated 
and are recognized as malicious software. This is a human mastery which automates the machine section of the deception evaluation 
and is feasible and very useful [1]. The methodology of evaluation applies targets intrusion detection system (IDS) defenses which 
are enhanced with deceptive cyber-attack responses using means such as monitoring response. Figure 1 below shows the block 
diagram of and IDS monitoring system. 
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Contrary to the conventional approach, IDS enhanced with deceptive responses continuously builds a certain model which contains 
a malicious and legitimate behaviour. This behaviour is based on the attack traces and audit streams that have already been collected 
from successfully conducted deceptions.  
These deceptions can leverage the interactions occurring on the network and can solicit additional communication with attackers, 
thus, wasting their resources, misdirecting them, and gathering intelligence [4]. Also, a quantitative assessment of the resiliency of 
deceptive and adaptive web services can be conducted against adaptive attacks. This method is different from the techniques that 
conduct measurements on IDS accuracy.  
Firstly, we present our method for generating traffic on the web to replay malicious user-behaviours which can be harnessed to 
generate tests and training datasets automatically for an attack. The testing harness is, then, discussed and analysed to investigate the 
impacts of different classes of attacks and attack instances on the accuracy and predictability of the intrusion detection [5]. This 
evaluation method can create attack kill chains and end-to-end workloads that are realistic and can test the cyber-deceptive defenses 
integrated into server applications in addition to decoy telemetry in processes for the extraction of features and IDS model 
evaluation [6].  
Figure 2 below shows a flowchart used for an overview of the framework for generating traffic. This framework streams legitimate 
and malicious workloads that are encrypted and directs them to end-points which are enhanced with deceptions, thus, resulting in 
attack traces and audit streams that are labeled. Also, a support vector machine (SVM) can be leveraged to classify various features 
within the model.  
SVM utilizes a complex technique that maps separated non-linear data to linearly distinguishing void in a higher dimension [7]. The 
confidence of the classification can be obtained using Platt scaling which using a formula (see appendix 1) where y is the label 
given, x is the vector used to test, f(x) is the output SVM, and A and B are scalar parameters [1]. Also, the success of the IDS can be 
estimated using Bayes theorem (see appendix 2) where the base detection rate is used. Additionally, A and D are random variables 
representing the attacker targeted and the detection classifier respectively [1]. 

III. RESULTS 
The methodology applied enables concept learning of different IDS systems that can incrementally develop supervised models 
capable of capturing malicious and legitimate behaviour. The labeled data streams which are pre-processed can be used in feature 
extraction which is very efficient and can also be used to perform automatic extraction. These processes are periodically repeated 
according to the issued administrator-specific policy. The evaluation methodology also transmits packets which when received, 
form the basic information flow unit.  
Encrypted opacity in the network during the process can lead to the extraction of features from TCP packet headers [8]. The 
transmission time and length of the packet data can be extracted from the network sessions where the histograms, time intervals, and 
directions can be obtained. Also, the cyber-deceptive evaluation framework can be used for monitoring threats and collecting 
complex data.  
The methodology applied tracks two different events in the lifecycle associated with the monitoring decoys. The framework records 
a timestamp showing the start of an attacking session upon each decoy hit. This happens when a certain security condition is met 
and the session disconnects upon the arrival of the abort event.  
Using this monitoring session, the session trace can be extracted, labeled, and stored outside the used decoy for any feature 
extractions that follow subsequently. The embedded deceptions are also allowed to host the attack sessions and can collect and label 
the traces effortlessly using our methodology. 
Using our approach, it becomes easy to distinguish between separate input data namely audit stream which is collected at the 
targeted server, attack traces which are obtained at the decoys, and the monitoring stream which is the actual stream test obtained for 
the regular servers [9].  
Each of these streams possesses network packets and operating system events that are captured in each of the servers. Also, our 
methodology minimizes the impact of performance by applying two efficient and powerful software monitoring systems. The two 
monitors are ‘sysdig’ which tracks system modifications and calls and ‘tcpdump’ which monitors network packets’ egress and 
ingress [1]. 
The framework avoids tampering of collected data by storing monitored data outside of the decoy environment. Our solution to 
monitoring network systems and collecting data has been designed to cover for large scale, distributed, and cloud deployment 
systems. 
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Figure 2: Flowchart for an overview of the framework. 

IV. DISCUSSION 
The cyber-deception evaluation approach improves the already existing thread detection model due to the IDS platform which 
deceptively offers cybersecurity solutions to web servers. The deceptively enhanced IDS platform can automatically feed attack 
traces that use a classifier to trigger honey-patch traps.  
This is a core feature in the model that makes it advanced and more intelligent than conventional cyber defenses since it can easily 
be evaluated by the use of static datasets. 
 The traffic generator in the automatic cyber-deceptive evaluation model can be deployed on different hosts to prevent interference 
with the test server [10]. Also, the evaluation framework can account for differences in operation and the environment by 
developing different workload profiles.  
This is mostly done according to the time of the day against different targeted configurations such as server workloads and 
background processes.  
Additional targeted configurations are the network settings which include the congestion controls of the TCP. An important aspect 
of the evaluation framework is feature extraction which contains up to 1800 normal instances of training data and 1600 instances of 
attacks [11]. Additionally, the testing data for monitoring consist of 3400 normal instances and attack instances which are gathered 
at the unpatched web servers. 

V. CONCLUSION AND FUTURE SCOPE 
The deep learning automated cyber-deceptive evaluation technique is an advanced and efficient method that can protect complex 
cyber systems. The design of the framework is used for replay and generation of numerous web traffic that, in turn, develops and 
directs scripted attacks into output streams.  
These attacks are conducted more effectively than any previous model and can train, test, and assess deceptive IDS systems which 
are known to be concept-learning. The main challenge for the automated cyber-deceptive evaluation framework is the inadequacy of 
datasets used in static attacks in the IDS which, due to this, cannot react to various deceptive interactions [12]. Using these datasets 
to test the deceptive defenses renders the applied deceptions useless. To improve on this, future models should apply a dynamic 
synthesis method of attack. This is a suitable technique for future cyber systems since it can learn the different ways in which the 
attacking agents can react based on the feedback they obtain from similar interactions during real-world interactions obtained from 
real attack data. 
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APPENDIX 

Eq. (A.1) 
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