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Abstract— Face recognition system is put-fourth a significant challenge to the pattern recognition researchers. Generally 
human faces are very similar in structure which is difficult to differentiate.  Change of facial expression, pose variation and 
change of lighting condition makes face recognition more difficult. Recent research shows that sparse representation is 
successfully used in face recognition problems. Local features extractions have been done in past using statistical feature like 
Local Binary Pattern (LBP). This paper proposed an adaptive method for face recognition which uses LBP in combination with 
sparse representation for vigorous face recognition. We also proposed modified feature extraction method to avoid face 
misalignment. Face recognition model is implemented in MATLAB software. Widespread testing of the proposed model is done 
using AR database. Result analysis on the AR database shows that proposed model is good performing compared to stat-of-art 
methods.    
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I.  INTRODUCTION  

Automatic face recognition is the active research topic in field of computer vision from last 30 years due to large number of 
application like video surveillance, robotics, automatic security clearance and many more. Face recognition is a biometric approach 
that employs automated methods to verify or recognize the identity of a living person based on his/her physiological characteristics. In 
general, a biometric identification system makes use of either physiological characteristics (such as a fingerprint, iris pattern, or face) 
or behavior patterns (such as hand-writing, voice, or key-stroke pattern) to identify a person. Because of human inherent 
protectiveness of his/her eyes, some people are reluctant to use eye identification systems. Face recognition has the benefit of being a 
passive, non-intrusive system to verify personal identity in a “natural” and friendly way. Face recognition system in these days 
encountered lot of challenges like deviation of facial image of same subject over time, occlusion, misalignment and different lighting 
conditions etc[13]. Most of the automated face recognition system follow same process face detection, alignment, appearance 
normalization, feature extraction and classification or matching. Classification is an online process and feature extraction for training 
is generally an offline process. 
In comprehensive methodologies, the whole face image is considered for face representation without considering any particular 
geometrical components of the face. A face picture could be considered as a point in a high-dimensional picture space. To stay away 
from computational complexities and to diminish excess information, a face image is first straightly changed into a low-dimensional 
subspace before separating a component vector. Appearance based Face Recognition system has been widely used in fast researches. 
Appearance based model generally uses lower dimensional subspaces and method includes Linear Discriminant Analysis(LDA)[7], 
Principal Component Analysis(PCA)[8], Locality Preserving Projections(LPP)[9] etc. LPP and LDA method overcome the 
limitations of the classical methods of the face recognition like Eigen faces and Fisher faces. These methods consider universal 
features of facial images which are very sensitive for pose and light variations[10-12]. The execution of appearance-based face 
recognition techniques is vigorously influenced by the number of samples per individual in the training set[4]. Places such as college 
admit card, passport, bank passbook where large database or samples is not possible these methods cannot be used of will fail to 
recognize.  
Past researches show that local features in face images are more robust against distortions such as pose and illumination variation and 
a spatial–frequency analysis is frequently needed to extract such features. With good characteristics of space–frequency localization, 
wavelet analysis is the correct option for this task. Wavelet based Gabor functions provide the optimized solution in both the 
frequency and spatial domains [3]. The use of Gabor wavelets for face recognition has been spearheaded by [5] which proposed 
Dynamic Link Architecture (DLA). LDA has been extended to Elastic Bunch Graph Matching (EBGM), where graph nodes are 
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located at a number of facial landmarks[1]. All of these methods can be classified as investigative methodologies since the local 
features extracted from selected points in faces are used for recognition. 
Another kind of neighborhood highlight broadly utilized as a part of face recognition is statistical local features (SLF, for example, 
histogram of Local Binary Pattern (LBP) [14]. The principle thought is that a face picture can be seen as a piece of small scale designs 
[15]. By parceling the face picture into a few obstructs, the measurable component (e.g., histogram of LBP) of these squares is 
separated, lastly the portrayal of the image is framed by connecting the extricated components in all pieces. Compared to the holistic 
feature approaches such as Eigenface and FisherFace, Sensitivity of Gabor filtering is lesser to image variations (e.g., illumination, 
expression). Another type of local feature widely used in face recognition is statistical local feature (SLF), such as histogram of local 
binary pattern (LBP) [14]. 
Aside from the features, the utilized classifier is additionally imperative to the execution of face recognition. Classifiers such as 
Nearest Neighbor (NN) and Support Vector Machine (SVM) is broadly used in face recognition system. In addition, to better use the 
prior information that face images from the same subject build a subspace, nearest subspace (NS) classifiers were additionally created, 
which are typically better than the well-known NN classifier [16]. 
Recently a classifier sparse representation based classifier (SRC) has been proposed in [17]. This SRC makes a robust face 
recognition and it uses 푙 normalization on the test image which is sparsely coded in the entire training set. By accepting that the 
exception pixels in the face images are meager and by utilizing a character lattice to code the anomalies, SRC indicates great power to 
face occlusion and corruption. SRC has been drawing in much intrigue and has been broadly concentrated on in the vision research 
group. In [18] 푙 normalization is replaced by 푙 normalization which is named as collaborative representation based classification 
(CRC). CRC gives similar result as SRS but the time consumption is less. Various methods have been presented to improve the 
performance for occlusion and misalignment but there is a scope for improved method. 
In this paper we presented an improved system for face recognition system which combines unique feature extraction method which 
extracts features using max poling on various scale. Histogram of Local Binary Pattern is used as feature. Classification is done with 
robust sparse representation. Proposed approach is presented a solution for image misalignment and pose variation. 

II. METHODOLOGY  

Figure 1 shows the block diagram of proposed face recognition system. Proposed face recognition system has two main parts. One is 
testing part which is online mode and second Training part which is offline mode. Training part consist of three steps preprocessing, 
feature extraction and Database. Testing part consists of preprocessing, feature extraction and classification. The input image to the 
face recognition system is a color image. Training images are taken more than one sample per subject to training database with 
different pose and conditions of a subject. This ensure good result for different variations in the subject image at the time of testing. 
Three blocks namely preprocessing, feature extraction and classification from the proposed block diagram needs explanation.  

A. Preprocessing 
Histogram normalization is the most successfully used preprocessing step in face recognition. In equalizing a histogram the 
progressive histogram is expanded on and redistributed using the entire range of discrete levels of the image, so that contrast 
enhancement is achieved. We are using histogram equalization which redistribute the histogram levels constant for all brightness level 
for the entire image. For image 퐼(푥,푦) with discrete k gray values histogram is defined by i.e. the probability of occurrence of the 
gray level i is given by[19]: 

푃(푖) =
푛
푁  

Where 푖	 ∈ 0, 1 …푘	 − 1	grey level and N is total number of pixels in the image. Transformation to a new intensity value is defined 
by: 

퐼 =
푛
푁 = 푃(푖) 

Output values are from domain of [0, 1].To obtain pixel values in to original domain, it must be rescaled by the K−1 value. 
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B. Feature Extraction 
Main Feature-set for face recognition greatly affect the efficiency of face recognition. Small changes in the feature extraction method 
can make the system immune to misalignment and increase robustness of the face recognition system. We proposed a new pooling 
technique which will improve the feature extraction for robust face recognition. Pooling practices are widely used in object and image 
classification to extract invariant features. Commonly, there are two categories of pooling methods, sum pooling [20] and max 
pooling [21]. Let the feature vector is denoted by 푓 and 푓  is the ith feature vector in the pool and	{푓}  is the jth element of the feature 
vector 푓. Then in case of sum pooling the feature vector is represented by 

{푓 } = {푓 }  

But in case of max pooling the feature vector is represented by  

{푓 } = max {푓 }  

Study shows that max pooling is more strong to the changes image as compared to the sum pooling.  Papers [21] and [22] shows that 
dividing the image into various scale gives the spatial discrimination information.  
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Fig 1: Block diagram of proposed method  
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So we proposed an adaptive feature extraction method with max pooling in the various part of the images at various scales. We have 
taken L scales of partition and in each scale the image is divided into 푀 × 푁 partition and each partition is then further divided into 
푀 × 푁 partition. In each partition we first create a system of sliding boxes. Then features are calculated of each sliding box in a sub 
block. Statistical local features generally calculated in face recognition is Local Binary Pattern. We calculated histogram of the local 
binary pattern instead of LBP. Feature vectors of each of the partition is derived from the max pooling technique. Max pooling 
compare the features of all the sliding boxes and take out the max feature as selected feature. Figure 2 shows the feature extraction of 
the proposed method. Concatenation of all the feature vectors can be taken as the descriptor of the input image.       

C. Classification 

Robust sparse representation is used for classification. Let × = [푠 , , 푠 , … … . 푠 , ] ∈ ℜ ×  denote the set of training samples of ith 
object class, where  푠_(푖, 푗), 푗 = 1,2, … . .푛  is m dimensional vector stretched by the jth sample of the ith class. Let 푦 ∈ ℜ be a query 
sample to be classified. The representation model of 푙 normalization based sparse representation is given as  

훼 = argmin{‖푦 − 푋훼‖ + 휆‖훼‖ } 

Where 푋 = [푋 ,푋 … … . ,푋 ] and c is the number of classes; ‖. ‖  is the 푙  norm, where p=2 [23].  

The classification of 풚 is done by  

푖푑푒푛푡푖푡푦	(풚) = argmin{‖푦	 −푋 훿 (훼)‖	 } 

Where 훿 (. ):ℜ → ℜ  is the characteristic function that selects from 훼 the coefficient associated with the ith class[24].  푙  norm has 
very competing accuracy with the 푙  norm in face recognition without occlusion but with much faster speed. In the case of occlusion 
or corruption, Robust-sparse [24] classifies the occluded face image y by 

푖푑푒푛푡푖푡푦	(풚) = argmin{‖푦	 −푋 훿 (훼)− 푋 훼 ‖	 } 

Where  
[훼;훼 ] = argmin

,
{‖푦	 −푋훼 − 푋 훼 ‖ + 휆‖훼;훼 ‖ } 

ith sliding 
box 

Sliding box slides in 
the sub-box and takes 
the feature of ith block 
as 푓  Max pooling 

{푓 , 푓 … . . ,푓 } 푓 

Input 
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Fig 2: Feature extraction using Max pooling 
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and 푋 is an occlusion dictionary to code the outliers. 푋  is just set as the identity matrix which is represented as I in [24].  

This robust sparse representation is changed to weighted sparse representation where  푙  norm is replaced by MLE-like estimator. 

III.  RESULT 

A GUI based MATLAB software is implemented using proposed method. We used AR face database to compare experimental 
results and to prove the efficiency of our method. In feature extraction, the histogram of LBP encoded on the input image is used as 
the features, and the number of histogram bins for each sub-block is set to 16. In the proposed pooling  method, we set S=0, M=5, 
and N=4 for face recognition with well aligned images. For face recognition with registration error (e.g., misalignment and pose), 
we set S=3, and (M, N)={(5,4), (3,2), (4,2), (2,1)} for s={0, 1, 2, 3}. 
Linear Regression for Classification (LRC) [38], histogram intersection kernel based Support Vector Machine (HISVM) and 
Nearest Neighbor (NN) with histogram intersection as its similarity measurement, are compared with proposed method as shown in 
Table 1. 

Table 1: Comparison of Recognition Result 
S. N. Method Recognition 

Results (%) 
1 SLF+NN 98 
2 SLF+LRC 93.7 
3 SLF+HISVM 96.6 
4 Proposed method 99.4 

 

IV. CONCLUSION 

We have presented a novel solution for robust, image misalignment and pose variation. Proposed method combines feature extraction 
using pooling method at various scale and robust sparse representation for classification. We have evaluated the proposed method on 
different situation at benchmark face database. Comparison between state-of-art methods and proposed method shows that our 
method gives better result. Potential application can be implemented using proposed method. 
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