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Abstract— Adaptive Signal Processing (ASP) is an active research area. Adaptive Filter based speech enhancement 
technique is now a day’s getting very popular due to wide range of applications like mobile communication, hearing aids and 
speech recognition systems. Although this problem has attracted significant research efforts for several decades, many 
aspects remain open and require further research. The steady state levels of error, SNR and convergence performance of the 
widely-used adaptive algorithms haven’t been fully explored. This paper aims to investigate performance analysis and 
enhancements for the normalized least mean square adaptive algorithms and its application in speech enhancement. 
Objective of Implementing and analyzing the algorithms is to modify the algorithm to improve convergence behaviour, 
reduce computational requirements and decrease steady state mean square error. Experimental results revel that refined 
algorithms perform better than the existing algorithms. 
Keywords— Speech Enhancement, LMS, NLMS and Modified NLMS, MSE 

I. INTRODUCTION 
The speech signal may get corrupted due to various sources of noise. It becomes a challenge to maintain its high speech quality 
[2]. Noise Cancellation is a technique used for reducing undesired noise signal. Communication has become an integral part of 
our life. Improvements in Network bandwidth, computing speed, digital storage capacities, and techniques of noise reductions 
are changing our lives. In recent years, with the development of data communication in Internet and Wireless networks, more 
and more information is frequently transmitted as digital forms including  text, image, audio, video and other media. Adaptive 
filters finds variety of applications in communication which includes noise control, echo cancellation and online machine 
learning. Adaptive filters are suitable for the systems in which the statistical characteristics of the signals to be filtered are either 
unknown prior or time variant (non-stationary signal) [3]. Speech enhancement is the area which deals with the improvement of 
quality and intelligibility of voice [4]. Speech enhancement finds the application in mobile phones, car communication, 
Teleconferencing, hearing aids, voice coders and Automatic speech recognition system. The speech cleaning aims in 
improvements in the intelligibility of speech to human listeners and improvement in quality of speech that makes it more 
acceptable to human listener. The evaluation methods for speech enhancement system can be classified as subjective methods 
and objective methods. Subjective methods use tests where human listeners are involved and objective method uses signal 
analysis test like SNR, PSEQ [6]. 

II. ADAPTIVE FILTER FOR SPEECH ENHANCEMENT 
Over the last decades there is a significant research done for development of adaptive algorithms. Basic algorithms are 
categorized as, the Least - Mean – Square (LMS) algorithm, based on a gradient optimization for determining the coefficients 
and the class of Recursive Least-Squares algorithms (RLS)[2]. LMS algorithm is the most commonly used algorithms in 
adaptive filter. The filter finds coefficients to produce least mean squares of error signal (difference between actual signal and 
expected signal). It is a stochastic gradient descent method based on error at current time, invented by Bernard Widrow. The 
basic idea is to approach optimum filter weights by updating filter weights to converge to optimum filter weight. Steepest 
descent approach is used to find filter weights to minimize cost function. The algorithm does not use exact values of 
expectations hence weights would never reach optimal weights, but convergence is possible in mean. Due to this convergence 
LMS algorithm is sensitive to scaling of its input. LMS algorithm is simple in implementation. It is stable and robust against 
different signals. 
The limitations of LMS algorithm is removed in NLMS algorithm. LMS does not guaranty stability so NLMS is used. 
Normalized least mean square is variant of LMS algorithm and solves the problem by normalizing power of input. In structural 
terms NLMS algorithm is exactly same as a standard LMS algorithm. From first iteration to next, the weight of an adaptive 
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filter should be changed in minimal manner. Normalization make this algorithm converges faster than LMS. The estimated error 
value between desired signal and filter output is less than LMS. Limitation of NLMS algorithm is due to normalization the 
complexity of the algorithm increases. 
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Fig. 2.2: Block Diagram of proposed work 

 

A. LMS Algorithm  
If the adaptive filter has a tapped delay line FIR structure, then the LMS update algorithm is simple. Typically, after each 
sample, the coefficients of the FIR filter are adjusted with respect to weight update equation. This algorithm does not require 
that the input values have any particular relationship; therefore it can be used to adapt a linear FIR filter. In this case the update 
formula is written as: 

 
)()()()1( nwnenwnw   

)()()()( nxnwTndne   
Where 
  is the convergence parameter (i.e. step-size), 
 e(n) is the output error, d (n) is the desired signal and x (n) is the input signal. 
 

The effect of the LMS algorithm is at each time n, to make a small change in each weight. The direction of the change is such 
that it would decrease the error if it had been applied at time n. The magnitude of the change in each weight depends on μ, the 
associated input value and the error at time n. The weights making the largest contribution to the output are changed the most. If 
the error is zero, then there should be no change in the weights. If the associated value of inputs is zero, then changing the 
weight makes no difference, so it is not changed. 
Convergence factor μ controls how fast and how well the algorithm converges to the optimum filter coefficients. If μ is too large, 
the algorithm will not converge. If μ is too small the algorithm converges slowly and may not be able to track changing 
conditions. If μ is large but not too large to prevent convergence, the algorithm reaches steady state rapidly but continuously 
overshoots the optimum weight vector. Sometimes, μ is made large at first for rapid convergence and then smaller value of step 
size is used.  

B. Normalized LMS algorithm 

    

 
For the adaptive NLMS algorithm normalization is done to the next sample weight update equation. In case of LMS algorithm if 
error signal gets reduced to zero then next samples will be zero for avoiding this, normalization is used. Thus for that purpose 
constant factor is used so as to introduce non zero term at the base. The following weight update equation has been used:  
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                Where  constant & p is used for normalization purpose  
Modified Normalized LMS algorithm 
  
 
 Where,              
 
 
 
 

III. PERFORMANCE EVALUATION PARAMETERS   
The quality of the enhanced speech is evaluated on the basis of the following parameters. 
Mean Square Error: 
In statistics, the mean squared error (MSE) of an signal is one of many ways to quantify the difference between values implied 
by an estimator and the true values of the quantity being estimated.  

MSE is given by, 
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Signal to Noise Ratio 
The signal to noise ratio is used as measure of quality of corrupted speech with respect to enhanced speech. SNR can 
mathematically be defined as 
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IV. EXPERIMENTATION AND VALIDATION 
All we have used speech signal with different combinations of noise signal. For that purpose we have used NOIZEUS 
AURORA DATABASE. For studying these algorithms, we have used different speech signals corrupted with 0dB, 5dB and 
10dB noise. These signals are collected from NOIZEUS database. The speech signal that we use was “We find joy in the 
simplest thing.” Different noise signals include Airport noise, Babble noise, Car Noise, Exhibition Noise, Restaurant Noise, 
Station Noise, Street Noise and Train Noise with 0dB, 5dB and 10dB values. 
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Figure 1:Filter coefficient Analysis  
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Figure 2:convergence parameter and the effect on filter coefficient   
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Figure 2:convergence parameter and the effect on filter coefficient 

 
Table 1: Performance of LMS and NLMS in presence of airport noise 

Method Noise type Noise level SNR MSE TIME 

LMS Airport  0dB  11.1708 0.000218 2.39115 

LMS Airport  5dB   9.9084 0.000193 0.24389 

LMS Airport  10dB   9.1533 0.000186 0.24631 

      

      

Method Noise type Noise level SNR MSE TIME 

NLMS Airport  10dB   10.0289 0.001355 3.74007 

NLMS Airport  0dB  9.8999 0.002401 3.80962 

NLMS Airport  5dB   9.065 0.001579 3.73287 
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V. CONCLUSIONS 
The step size is varied and its effect on filter coefficients are analyzed .Initially step size µ=1/6, 1/3and 2/3 are considered. It is 
observed that when µ=1/6 filter smoothly converges as seen in the plot. When µ=1/3 filter converges as shown in the plot. But 
when the value of µ is again increased further µ =2/3 the filter weights change abruptly as seen in the plot. Choice of µ is very 
important, a small µ value gives slow convergence and a large µ value constitutes a risk for divergence. The performance of 
NLMS is better than LMS considering SNR and MSE. Experimental results revel that NLMS algorithms perform better than the 
existing algorithms. 
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