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Abstract— In the age of digital information, audio data has become an important part in many modern computer applications. 
Audio classification has been becoming a focus in the research of audio processing and pattern recognition. Automatic audio 
classification is very useful to audio indexing, content-based audio retrieval and on-line audio distribution, but it is a challenge 
to extract the most common and salient themes from unstructured raw audio data. To generate the highest quality classification 
of audio signal. To obtain high accuracy for this classification into natural and artificial classes in this Local Discriminant 
Bases (LDB) technique the main aim here is to analyze and characterize audio content and the key feature is to identify 
discriminatory subspaces using LDB technique. To use simple features for the classification and reduce the complexity of the 
system. 
Keywords— Feature Extaction; database; LDB technique; tree classification. 

I. INTRODUCTION 
Audio feature extraction has a very large importance in our day to day life. Consider an example: people with hearing disability 
depend on assistive devices such as hearing aids to listen to the sounds around them. It is very important for these assistive devices 
to determine the environment using the auditory clues in order to build better instruments with automatic switching features. This 
would improve the quality of life of people with disability. To consider another field of relevance considers audio environment 
detection would be in wildlife conservatories. Animal, bird, and insect sounds can be used to automatically keep track of the wildlife 
population and their movement patterns. By using audio-triggered gadgets, it would be possible to understand and create unique 
audio patterns representing the life style of various species. In order to perform applications such as the one mentioned above, 
efficient audio feature extraction and classification schemes covering wider categories of audio signals are required. 
The main objectives of this project have been mentioned below, 
To generate the highest quality classification of audio signal. 
To obtain high accuracy for this classification into natural and artificial classes 
In this Local Discriminant Bases (LDB) technique the main aim here is to analyse and characterize audio content and the key feature 
is to identify discriminatory subspaces using LDB technique. 
To use simple features for the classification and reduce the complexity of the system. 
This chapter introduces the main concept of what cervical cancer is and how it is dangerous if not cured in time. It even explains us 
with advanced automation; data is evaluated in real time to extract the information, which is further used for medical application. 

II. METHODOLOGY 
The proposed methodology is an attempt to develop local discriminant bases (LDBs)-based automated multigroup audio 
classification system. The proposed methodology addresses only the sound source (type) identification part of an auditory scene 
analysis and not the complete auditory analysis by itself. Audio signals are highly no stationary in nature, and the best way to 
analyze them is to use a joint time-frequency (TF) approach. The previous works [3], [4] of the authors have demonstrated the 
success of the TF approach in music signal classification. In order to perform efficient TF analysis on the signals for feature 
extraction and classification purposes, it is essential to locate the subspaces on the TF plane that demonstrate high discrimination 
between different classes of the signals. Once the target subspaces are identified, it is easier to extract relevant features for 
classifications. In the proposed work, we used LDB [3] with wavelet packet bases to identify these target subspaces in the TF plane 
to classify the audio signals. The optimal choice of LDBs depends on the nature of the dataset and the dissimilarity measures used to 
distinguish between and among classes. A combination of multiple dissimilarity measures can be used to achieve high classification 
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accuracies. The proposed work follows the nonstationary signal analysis approach similar to our previous work [3]; however, 
compared to our previous work, the proposed work focuses on developing a generic methodology for automatic identification of 
discriminatory subspaces and uses simple features to classify a wider range of audio signals. The proposed work will also be 
computationally less expensive as the orthonormal wavelet packet basis sets are much smaller than the overcomplete and redundant 
TF dictionaries used in our previous study. 
A block diagram of the developed system is shown in Fig. 3.2. Here input is taken in the form of audio database .Therefore select a 
random audio signal as input consisting of both, natural (human, birds, etc) as well as artificial (music, cars, machines,etc).Training 
signal pair wise comparison should be done. For that we have to divide Audio signal into classes. 
 

 
                                                                                                                       LDB Nodes 
 
 
 

 

Fig 1. Block diagram of Training phase 

 
 
 
 
 
 
 
 
 

 
                                                                                                                                             Multigroup classification 

Fig 2. Block diagram of testing phase 
Algorithm 
Step 1. Input is taken in the form of audio signal for training of the system. 
Step 2. This training signal is decomposed using wavelet packet decomposition. 
Step 3. Then Local discriminant bases(LDB) is applied to decomposed packets till the system is completely trained. 
Step 4. LDB nodes are created inorder to test the testing inputs. 
Step 5. The feature extaction and Linear Discriminant Analysis(lda) classification of the test signal is done. 
Step 6. Output in the form of multigroup classification is obtained. 

III. IMPLEMENTATION 
In LDB algorithm, an audio signal xi is taken as an input and decomposed into a binary wavelet packets tree {Ωj;k}, where j 
indicates the level of the tree, k represents the node index in level j, Ωj;k denotes the subspace spanned by a set of wavelet packet 
basis vectors {Wj,k,l}l=0 to 2^(u-j)-1 and 2^u corresponds to the length of the signal xi. So the signal xi can then be given as 
                                                                
                                                                                                                                                                    (1) 
 
Where, a j;k;l are the basis vector coefficients at node (j; k). 
The main aim of LDB is to identify the set of subspaces (nodes), which provides maximum dissimilarity information between the 
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different classes of the signal, from all 2J mutually orthogonal subspaces (J is the number of decomposition levels). This is a 
pruning process of the wavelet packet tree based on the discriminative capability of a wavelet packet node (subspace) (j; k) on P 
signal classes, for which following steps are adopted: 
 
Step 1: Calculate the dissimilarity values Mβ(j;k) of node (j; k) on the βthЄ





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


2
p  combination of two signal classes, which is given as 

the mean of the dissimilarity values {D(j;k)}tЄ[1..T ] between a set of T sample signal pairs taken randomly from the training sets of two 
classes. As in [6], D(j;k) is computed as the difference of the normalized energy, E1

(j;k)-E2
(j;k), or the difference of temporal variance of 

local piecewise variances of wavelet packet basis coefficients,                      ,  on node (j; k)  of two classes samples being  
 
Compared, which reveal the variance of energy concentration locations on the TF plane or the non-stationary for these two audio 
classes. 
Step 2: Choose Q LDB nodes with consistently high values of Mβ

(j;k)over the random trials of training samples. 
Step 3: From the group of Q *


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
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


2
p  LDB nodes collected from all class combinations, choose the H most frequently occurring LDB 

nodes, for which we can extract the wavelet packet basis coefficients or the energy or variance value to  form the final feature 
vectors. 

A. LDA Approach in 5 Steps 
Listed below are the 5 general steps for performing a linear discriminant analysis, 

Compute the d-dimensional mean vectors for the different classes from the dataset. 

Compute the scatter matrices (between-class and within-class scatter matrix). 

Compute the eigenvectors (e1, e2, ..., ed) and corresponding eigenvalues (λ1, λ2, ..., λd) for the scatter matrices. 

Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the largest eigenvalues to form a d×k-dimensional 
matrix W (where every column represents an eigenvector). 

Use this d×k eigenvector matrix to transform the samples onto the new subspace. This can be summarized by the equation Y = X × 
W (where X is an n×d-dimensional matrix; the ith row represents the ith sample, and Y is the transformed n×k-dimensional matrix 
with the n samples projected into the new subspace) Audio feature extraction has a very large importance in our day to day life. 
Consider people with hearing disability depend on assistive devices such as hearing aids to listen to the sounds around them. It is 
very important for these assistive devices to determine the environment using the auditory clues in order to build better instruments 
with automatic switching features . This would improve the quality of life of people with disability. To consider another field of 
relevance consider audio environment detection would be in wildlife conservatories. 

IV. RESULTS AND DISCUSSION 
The correct classification accuracy in percentage for each of the classes is presented using following  methods, which is regular 
LDA (resubstitution method). In the regular LDA method, the LDA-based classifier was trained with all available data and tested 
with all available data. This is called the resubstitution method of estimating classification accuracy . Since all the data is used for 
training and testing, this method is optimistically biased and, hence, the results can be considered as the upper bound of the 
achievable accuracy. The results are obtained using software MATLAB. 
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INPUT FOR NATURAL SOUND OF A PEACOCK                                                                   OUTPUT 
 

                          
 
      Fig  6.1: Input for natural sound of bird.                                          Fig 6.4: Massage box for output. 
 
 
INPUT FOR ARTIFICIAL SOUND OF A TRAIN                                                  OUTPUT 
 

                          
 
       Fig  6.1: Input for Artificial sound of train.                                          Fig 6.4: Massage box for output. 

Table 6.1: Result table using LDB algorithm. 

First level First level 

Natural 
93% 

 
Artificial 

95% 

Second level Second level 
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V. CONCLUSION 
LDB algorithm helps in achieving high classification accuracy. LDB also uses simple dissimilarity measures like node energy and 
non-stationary index which perform well in identifying the discriminatory nodes between audio classes. Also LDB  based audio 
classification has a significant potential in auditory scene analysis or environment detection. LDB performs good for all signals while 
MFCC works well for music. Combination of MFCC and LDB also gives promising results 
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Automobiles 
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Third level Third level 
 

Male 
95% 

 
Female 

95% 

 
Animals 
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Birds 
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Drums 
97% 

 
Piano 
97% 

 
Aircrafts 
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Helicopters 
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