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Abstract: Stock market prediction is one of the most important things in financial world as it decides the flow of a company 
towards profit or loss in future.  Prediction of a stock value of a particular entity or a company is a tough and difficult thing to 
do. Since early 1980 s investing money into the companies by taking some of its stock had become a big thing (trend).  After 2000 
s some Machine Learning, Artificial Intelligence concepts   were introduced to make prediction a stock value. There are many 
Machine learning models such as Support Vector Machine (SVM) model, Regression model, LSTM model, Artificial Neural 
Network (ANN) etc. had used to make predictions by considering previous year data as sample. By far SVM model has shown 
most positive results by predicting stock value accurately. Since all this models were tested on little quantity of particular data set, 
if we take large amount of data (previous) as input then it will bring more accuracy in prediction. Also by considering Financial 
NEWS articles, Social Media trends, Company’s work ethics and taking all this variables as input along with the previous year 
data will make it easy for models to predict the value more accurately. SVM-based stock market trend prediction system can find 
out a good subset and evaluate stock indicators which provide useful information for investors and produces better 
generalization performance over the conventional methods in terms of the hit ratio. In this paper, I proposed how accurately a 
SVM model can check the stock closing price of a Tesla Inc. which is a Tech company and Reliance Industries Limited which is 
a public company. A SVM Kernel models were trained and tested by using past 1 year (i.e. from Nov 2019 to Nov 2020) stock 
data of both the companies.     
Keywords: Stock market prediction, Support Vector Machine, Kernel regression, Tesla Inc. (TSLA), Reliance (RELIANCE 
LIMITED NSI) 

I. INTRODUCTION 
The behavior of financial market is a complex, evolutionary, non-linear and dynamical system. Data intensity, non-stationary, noise, 
unstructured nature, high chances of uncertainty and hidden relationships are the characteristics of financial forecasting field. 
Factors like political events, general economic condition, traders’ expectations affect finance market industry. Therefore, predicting 
market valuation is quite difficult. According academic investigation and research, movements in stock prices are not random. They 
work in highly non-linear dynamic manner. So any random assumption of future stock prices may be a noisy non-linear process 
[16]. 
The focus of each research project mostly varies in three parts 1. To predict the price change can be near term (i.e. less than min), 
short term (i.e. tomorrow or later) and long term (i.e. months later) 2. The predictor can use global news, trend (economic), 
particular characteristic of a company, time series analysis of the stock price. 3. The set of stock of particular industry [4]. 
The target of stock market prediction can be the future stock price or volatility of values or market trend. In prediction there are two 
types such as dummy and real time prediction. In dummy, some set of rules are define and predict the future value of shares by 
calculating the average. In the real time prediction with the help of Internet we saw price of share of a company. 
Generally, they are used in classification problems. In 1960s, SVMs were first introduced but later they got reworked in 
1990.Support Vector Machine (SVM) is very specific type of machine learning algorithm which follows capacity control of 
decision function, use of kernel function and the distribution of the solution. SVM has been established to estimate a function by 
minimizing an upper bound of generalization error, SVM based on a unique theory of the structural risk minimization. Since SVM 
is very much resistant to the over fitting problem, it helps to achieve high generalization performance [2]. 
Paper is organized as follows, Section II covers a literature review or previous work done using SVM model. How a SVM Kernel 
model works and its information of 3 basic kernels i.e. linear, polynomial and radial basis function models given in Section III. 
Section IV presents experimental results which contains original as well as predicted graph of stock values of Tesla Inc. and 
Reliance Industries Limited. Finally, Section V presents conclusions. 
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II. RELATED WORK 
In [1], Reddy V.K.S. stated that by  using stocks data of various companies or entities from global financial market to predict stock 
index changes positively or negatively in future by using Machine Learning (ML) or not . This paper solely focused on Support 
Vector Machine (SVM). The author stated that SVM algorithm works on large scale data value which was taken from financial 
market throughout the globe. SVM does not over fit.  A lot of other Machine Learning (ML) models were used to predict the stock 
price but SVM gives the most accurate prediction. In [2] Stock market is one of the most important thing in financial world or 
industry. In this paper prediction of Karachi stock market rates by using different Machine learning techniques had done. The 
methods or models that had used were Single Layer Perceptron (SLP), Multi-Layer Perceptron (MLP) , Radial Basis Function 
(RBF) , Support Vector Machine (SVM) etc. . Some factors that have impact on stock rate performance are Market history, News, 
General Public Mood, Commodity Price, interest rate, Foreign Exchange. These factors were applied on parameters such as Gold, 
Oil, Silver rates, Social media, News and data had collected accordingly. All of the Machine learning models that had stated above 
applied on two different data sets i.e. Training Data Set and Test data Set which is proposed by Mehak et al. In [3], the paper 
focused on Stock prediction using LSTM and Regression model. Two different data sets were taken for testing the accuracy of 
prediction by both the models. In Regression based model, firstly stock movements were captured then data was added to it and then 
a machine learning algorithm is applied to it. After ML algorithm Regression based model was applied to minimize the error. In 
LSTM model input had taken and LSTM algorithm was applied for remembering data and results for long run (i.e. Recurrent Neural 
Networks RNN). This paper proposed by Parmar et al. In [4], this paper research on prediction of stock value of Nikkei 225 and 
Nikkei 400 (Tokyo, Japan stock exchange) indexes by using Machine learning techniques had done. The Machine learning 
techniques that had used to predict the stock value are Deep Neural Network (DNN), Back Propagation Neural Network (BPNN), 
and Support Vector Machine Regression (SVR). Two data sets were used to test the hypothesis i.e. Training set and Test set. In 
training set performance of all prediction measured by Mean Absolute Error and Mean absolute Percentage Error while in testing 
phase The performance of all prediction measured by using Coefficient of Determination (R²).This paper proposed by Harahap et al. 
Six new variables passed to determine decisions which predicted the next day closing price of the stock of corresponding company. 
Neural network, sentimental analysis, SVM was combined into robust prediction model [8]. In [13], to check the forecasting ability 
of SVM Huang et al. compared its performance with those of linear discriminant analysis, quadratic discriminant analysis and 
Elman Back propagation neural networks. They also proposed a combined model by integrating SVM with other classification 
methods. Author stated that SVM is superior to the other individual clarification methods in forecasting weekly movement direction 
of NIKKEI 225 index. Due to combined model weakness of one model was balanced by the strengths of another by achieving a 
systematic effect. A strong correlation exist between rise/fall of stock prices of a company to the public opinions or emotions about 
that company expressed on Twitter through tweets [14].  
The work in this paper is divided in three stages. 1) Collecting the historical data set before the target days that has to be predicted. 
2) Training the system by using SVM model. 3) Select ‘x’ days in future, of which you have to you have to predict the stock closing 
price. The data set is available at Yahoo finance in.csv format [21], [22]. It contains Date, Opening price, Closing price, High, Low, 
Adjacent Close and Volume of a company. Thereafter, system is trained by using machine learning SVM model. To train the 
system, sklearn library is imported and .csv file containing data set has been uploaded using ‘read_csv’ function. Last 25 days of 
that data set are taken as future days and predicted the closing price of it.   

III. METHODOLOGY 
An SVM is a supervised machine learning model which used classification algorithms representation of different classes in a 
hyperplane in multi-dimensional space. The hyperplane will be generated in an iterative manner by SVM to minimize the error. The 
goal of SVM is to divide the datasets into classes to find Maximum Marginal Hyperplane (MMH).The important concepts in SVM 
are as follows; 

A. Hyperplane 
Hyperplane that maximize the margin between two classes; it is a decision plane or space which is divided between set of objects 
having different classes.  

B. Support Vectors 
Data points which are closest to the hyper plane are called as support vectors. Separating line will be defined with the help of these 
points. 
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C. Margin 
The gap between two liners on the closest data points of different classes. Large and small margins are considered as good and bad 
margins respectively. Margins can be calculated as the perpendicular distance from the lines to the support vectors.  

D. SVM Kernels 
SVM algorithm was implemented with kernel which transforms an input data into the required form. SVM and uses a technique 
called the kernel trick in which kernel takes a low dimensional input and converts it into a higher dimensional space. It makes SVM 
more powerful, flexible and accurate. The following are some types of kernels used by SVM which I will be using in the research,  

1) Linear Kernel:  It used as a dot product between any two observations. The formula of linear kernel is given below- 
K(x, y) = sum (x ∗ y) …..(1) 
From the above formula, we can see that the product between two vectors say x & y is the sum of the multiplication of each pair of 
input values. 

2) Polynomial Kernel: Polynomial kernel is reducible form of linear kernel and distinguish curved or nonlinear input space. The 
formula for polynomial kernel is- 

K(X, Y) = 1+ sum (X ∗ Y) ^ d…… (2) 
Here‘d’ is the degree of polynomial, which will be specified manually. 

3) Radial Basis Function (RBF) Kernel:  RBF kernel used in SVM classification maps input space; it depends on distance between 
input and some of the fixed points of a particular data. 

K(x, xi) = expo (− sum (x – xi ^ 2))….. (3) 
Here, γ (gamma) ranges from 0 to 1.A good default value of gamma is 0.1. 
All the data (Date, Open, Close, High, Low, Adjacent Close, Volume) were present in single data set downloaded from Yahoo 
finance. In total, there are 252 data point of data sets for both the companies [21], [22]. Data set were divided into training and 
testing data with ratio 75:25 for training set and testing set accordingly. 

IV. EXPERIMENTAL RESULTS 
Historical data of Tesla Inc. and Reliance Ltd. Taken from Yahoo finance. Machine learning SVM model is used to train the data 
and predict stock prices of next 25 days in future of both Tesla and Reliance companies. Fig. 1 shows the graph of original stock 
value of Tesla Inc. from Nov 2019 to Nov 2020 [21].  Fig. 1a, Fig. 1b and Fig. 1c shows graph of predicted and valid stock prices of 
Tesla Inc. which has been predicted using Linear, Polynomial and Radial Basis Function respectively. 

 
Fig. 1 Tesla Inc. Original 

 
Fig. 1a Tesla Inc. Linear Kernel Prediction 

 
Fig. 1b Tesla Inc. Polynomial Kernel Prediction 

 
Fig. 1c Tesla Inc. RBF Prediction 
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Fig. 2 shows, original graph of stock prices of Reliance Ltd. Since Nov 2019 to Nov 2020 [22]. Fig. 2a, Fig. 2b and Fig. 2c shows 
graph of predicted and valid stock prices of Reliance Industries Ltd. which has been predicted using Linear, Polynomial and Radial 
Basis Function respectively. 

 
Fig. 2 Reliance NS Original 

 
Fig. 2a Reliance NS Linear Kernel Prediction 

 
Fig. 2b Reliance NS Polynomial Kernel Prediction 

 
Fig. 2c Reliance NS RBF Kernel Prediction 

V. CONCLUSION 
All the SVR kernel methods perform differently on different data points. Radial Basis Function (RBF) SVR kernel is the best 
method for both Tesla Inc. and Reliance ltd. RBF predicted the stock closing prices closest comparing to the original values of same 
days. Since Tesla Inc. is a Tech company most of the time its stock price depends on the decisions of on board chief, but by using 
SVM regression model traders can predict stock price of the company up to a great extent. On other side, Reliance is a public 
company, so its stock price may vary according to the people’s view about the company. In future, by taking people’s view into 
consideration and putting it through models while training the system one can increase predictability of the model.  
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