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Abstract: Sarcasm is the use of language where people used positive words in order to convey a negative message. Sarcasm is an 
example of what some researchers call uncertain speaking, where what is said by the people is actually differ from what is meant 
(especially so as to insult or wit somebody, to indicate irritation, or to be funny). sentiment analysis on social media has been 
extensively used, however it's still rare to look out sentiments and analyse them, considering the detection of satire in it. Satire 
detection in sentiment analysis is a difficult task to do. The most used way for sarcasm detection is Machine learning approach. 
This paper proposed the used of linear and radial basis function kernels of support vector machine algorithm for sarcasm 
detection and compared them to find out which kernel provide best accuracy. This paper will help many online businesses to 
improved present services of business for enhance more profit and customer satisfaction. 
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I. INTRODUCTION 
Natural Language process (NLP) is one amongst the necessary domains in computing. It acts as a platform between the pc and 
human languages. It helps in creating the machine perceive, analyse and interpret the info. It helps in querying the datasets and 
supply a solution. It helps in not solely perceive the text or speech however conjointly the context behind it. It works for structured 
and unstructured information. The linguistic structure depends on varied factors like social context, regional dialects, slang etc. NLP 
is facing few challenges during this field. Sentiment Analysis is one amongst the necessary fields in NLP that deals with analysing 
the context.  
The present world categorized as a datadriven world. Thanks to advancements in networking, social platform and micro-blogging, 
sites like Facebook and Twitter introduced. These playing vital roles. This social media created an open platform to all or any for 
communication. In this, present era users are generating vast data within the social media. Sarcasm occurs frequently in user-
generated content on the social platform. 
Humans have a social nature. Social nature means we have a tendency to act with one another in positive, friendly ways and it 
additionally implies that we all know approach to manipulate others terribly. Sarcasm, this is every absolutely humorous and 
negatively nasty, performs a essential 1/2 of in human social interaction. Sarcasm detection may be a terribly slim analysis field in 
NLP, a selected case of sentiment analysis wherever rather than detective work a sentiment within the whole spectrum, the main 
focus is on sarcasm. So the task of this field is to notice if a given text is sarcastic or not. 

II. LITERATURE REVIEW 
In [1], Wandra, K. et al. discussed sarcasm, types of sarcasm in detail and the various challenge in sarcasm detection. The most used 
way for sarcasm detection is Machine learning based approach. Author used many machine learning techniques like Naive Bayes, 
Maximum entropy and support Vector Machine who achieved great success in text categorization. In [2], C. S. et al. gives idea 
about various techniques and methods used for sarcasm detection.  
Author explained Many data pre-processing techniques, several classifiers and  many feature extraction techniques. In [4], Nagaraj 
Devi, D. et al. used four machine learning classification methods for detection of sarcasm in plain text. First classification is Support 
vector classification, second is Logistic regression, third is Naive bayes classification and fourth is Decision tree classification. In 
[6], Sharma, S. et al. proposed cross-domain sarcasm detection of tweets for detecting sarcastic content in online reviews. Author 
conducted their experiment on Amazon product review dataset specifically the humor corpus version1 having regarding 2000 
reviews. Author used Support vector machine and neural network using lexical, pragmatic linguistic incongruity and context 
incongruity features. In [7], Parveen, S. et al. proposed a method to detect sarcasm in tweet that makes use of the different 
components of twitter.  
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Author used four classes of options that covers differing kinds of wittiness which was accustomed classify whether or not the tweets 
area unit barbed or non-sarcastic. For classifications author used Naive bayes, Maximum entropy and Support vector machine. 
Author trained Classifiers into four forms of feature that were sentiment-related options, punctuation-related options, grammar 
options and pattern options.  
In [8], Arora, H. et al.  proposed new optimized business model to analyse online reviews of all the users to improved present 
services of business for enhance more profit and customer satisfaction. The proposed system filters reviews and classifies them 
using sentimental technique with the help of deep learning. The main object of this research lies in helping tourism industries to 
understand the social sentiment of their brand, product or service while monitoring online conversations. In [9], Kaushik, A. et al. 
discussed about an overview of the sentimental analysis approach of opinion mining with techniques and tools. Author explained 
assessment of sentiment with two ways direct opinions and comparison, types of feature used for opinion mining, opinion retrieval, 
opinion classification, opinion summarization, techniques of opinion mining which includes supervised machine learning, 
unsupervised learning and case based reasoning, semantic orientation which includes corpus based approach and dictionary based 
approach, tools used in opinion mining which includes review seer tool, internet fountain, red opal, opinion observer. In [13], 
Sentamilselvan, K. et al. proposed the naive bayes Classifier and logistic regression to perform sentiment analysis and classify them 
on the basis of better accuracy of categorized technique. Firstly, study about the twitter data investment was discussed. Secondly, 
methods to read dataset, pre-processing of data and feature extraction, and finding accuracy have been described. Thirdly, the result 
of this research is presented. Fourthly, conclusion and future work is provided. In [19], Sivaprakasam, L. et al.  presents the concept 
of sarcasm detection on textual data. It put forward the various challenges pertaining to sarcasm which makes it difficult to detect. 
Author only explained research work that was present in various papers that have proposed techniques to identify sarcasm.  

III. METHODOLOGY 
SVM or Support Vector Machine may be a linear model for classification and regression issues. It will solve linear and non-
linear issues and work well for several sensible issues. The algorithmic program creates a line or a hyperplane that separates the 
info into categories. 
SVM algorithm uses a collection of mathematical function which is known as kernel. The kernel takes data as input and transforms 
it into a particular form. Different svm algorithm use unique forms of kernel. The kernels used in this paper are: 
1) Linear Kernel: For dividing the data using single line the linear kernel is used. The linear kernel is faster than any other kernel 

while training the svm model. 
2) Radial Basis Function (RBF) Kernel: RBF (Radial Basis Function) kernel is another common kernel technique employed 

in SVM models for additional. RBF kernel may be a perform whose price depends on the space from the origin or from 
some purpose. 

Dataset: The dataset used for detection namely Sarcasm On Reddit were downloaded from kaggle website. The dataset were divided 
into training and testing data with ratio 80:20 for training set and testing set accordingly. 

IV. EXPERIMENT 
The dataset used for detection is taken from kaggel website. Machine learning svm algorithm is used for detection. The dataset is 
divided in training and testing data. In figure 1 and 3 training data is applied and in figure 2 and 4 testing data is applied. 
After using the linear kernel on figure 1, in the first column the model is able to predict 16630 comments as sarcastic and wrongly 
predict 987 sarcastic comments as non-sarcastic. In the second column the model is able to predict that 8802 comments are non-
sarcastic and wrongly predict 3493 comments as sarcastic. 
After using the linear kernel on figure 2, in the first column the model is able to predict 3610 comments as sarcastic and wrongly 
predict 779 sarcastic comments as non-sarcastic. In the second column the model is able to predict that 1468 comments as non-
sarcastic and wrongly predict 1621 comments as sarcastic.  
After using the rbf kernel on figure 3, in the first column the model is able to predict 17062 comments as sarcastic and wrongly 
predict 555 sarcastic comments as non-sarcastic. In the second column the model is able to predict that 3803 comments as non-
sarcastic and wrongly predict 8492 comments as sarcastic. 
After using the rbf kernel on figure 4, in the first column the model is able to predict 4137 comments as sarcastic and wrongly 
predict 252 sarcastic comments as non-sarcastic. In the second column the model is able to predict that 777 comments as non-
sarcastic and wrongly predict 2312 comments as sarcastic. 
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Fig. 1 

 
Fig. 2 

 

 
Fig. 3 

 
Fig. 4 

 

V. CONCLUSION 
From the above experiment, it is observed that in the training model linear kernel provide 85% accuracy and rbf kernel provide 69% 
accuracy and in the testing model linear kernel provide 67% accuracy and rbf kernel provide 65% accuracy. Finally, it is concluded 
that the linear kernel provide the better accuracy than the rbf kernel. 
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