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Abstract:  Object detection is generally important capability required by a variety of computer vision robots and systems. Object 
detection is one of these fields which are observing enormous success in domain of computer vision. In Object detection system 
images have diverse types of object this want to be accurately identified by computer vision system. This is very elementary 
problems of computer vision system. Classical object detection techniques built on simple architectures and handcrafted 
features. This type of method is very slow and less accurate. However, due to rise of machine learning methods, performance 
and accuracy of such types of problems is significantly improved. New machine learning method able to greatly increase 
effectiveness of such systems. Compared with traditional object detection techniques, the deep learning based on objects 
detection method is incredibly fast and also more accurate. Due to lots of development in high computing power and improved 
powerful tools, therefore developed system can learn semantic segmentation, high-level understanding and complex deeper 
features of image to address existing problems in traditional architectures. Real-time object detection and object tracking systems 
encompass range of applications such as autonomous vehicle, surveillance systems and recognition of license plates. This paper 
introduces the implementation of the real-time object detection and objects counting system using YOLO algorithm and real-
time object counting with their class-names. YOLO algorithm works in real-time. This algorithm is extremely fast and 
tremendously accurate. The convolutional neural networks (CNN) are basis for these types of algorithms. In this paper, the case 
study of the YOLO algorithm and how this algorithm can be applied to detection of daily objects for various task and test 
accuracy of the object detection system.  
Keywords: Digital image processing, computer vision, machine vision, Convolutional Neural Network, Real-time Object 
Detection, Object Recognition, YOLO algorithm, Real-time object counting, Artificial intelligence, Deep Learning, Machine 
Learning . 

I. INTRODUCTION 
Object detection is a technique associated with the problem of computer vision and image processing which deals with detecting 
objects in images or videos of a specific category. There are many uses of object detection and recognition systems, including object 
counting, facial recognition, character recognition, and autonomous driving in a surveillance camera. The task of such a system is 
not only to classify various images, but also to classify approximate object positions found in each image [1], in order to provide a 
full understanding of images and videos. The system must be able to detect, localize and classify several objects using given image 
or video feed. This is a harder task than only classifying images into distinct classes. Objects detecting and tracking is challenging 
tasks in surveillance system in which system has to accomplish task to determine meaningful events, suspicious activities, and 
automatically detect intrusion and provide a summary. Lots of applications of object detection, recognition and tracking are listed 
below:  

A. Crowd counting 
B. Video surveillance 
C. Human detection 
D. Action Recognition  
E. Segmentation  
F. Vehicles Detection  
G. Autonomous Vehicles 
H. Objects Counting 
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Object detection and recognition is one of the most significant problems in computer vision. As a significant problem in computer 
vision system, object detection task can provide essential information for semantic perception of images and videos. Several issues 
in the world of computer vision have saturated their accurateness for two decades. Thanks to the growth of deep learning algorithms, 
such object detection area is fast growing. Object detection is a common essential problem in computer vision, and it has been 
deemed a very difficult problem to overcome for a long period of time. Today, the accuracy of object detection has dramatically 
improved with the advancement of deep learning methods; a convolutional neuronal network (CNN) is another type of deep 
learning neural networks structure, it has many hidden layers. CNN is influenced by structures that are found in the visual cortex of 
humans. In image recognition problems, CNN is able to overtake humans. This technical advancement attempts to automate tasks 
that can be performed by humans. All of this development is not due to a just too very powerful hardware, a ton of datasets and a 
better model, but also modern methods, algorithms and enhanced network architecture. The old Fast R-CNN algorithm by girshick 
et al [2] is best case of algorithm in computer vision. This detection algorithm similar to YOLO performs remarkably fast and 
accurate. YOLO is a novel deep learning approach to object detection task to perform detection. In the YOLO algorithm, the authors 
reframe the object detection problem as a regression problem to spatially separate bounding boxes and an associated class of 
probabilities. This algorithm is extremely speedy, efficient and accurate. YOLO model can processes images in real-time at 45 FPS 
[3The YOLO network's lighter model is known as fast-YOLO, which processes 155 frames per second. We are going to present the 
implementation of the real-time object detection method in this paper, and objects counting using YOLO algorithm and object 
counting with their class names. The case study of the YOLO architecture as well as how the YOLO algorithm is used to detect 
everyday objects for different tasks and measure the reliability of the object detection system is further discussed in the paper. 

II. LIERATURE REVIEW 
There are a large number of authors, who has used different types of object detection and recognition methods; from which YOLO 
outperform other methods in terms of speed and accuracy. 
Paul Viola and Michael Jones published a research paper in 2001, on "Rapid object detection using a boosted cascade of simple 
features". They established a method for the task of object detection in this research. They archived object detection architecture in 
this design, which minimizes processing time while achieving high accuracy of detection. The researcher has built an algorithm in 
this project to build a face detection system that is 15 times faster than almost any prior approach [4]. The model developed by the 
researchers produces new representations of the system and observations. This is much more popular in image processing and 
computer vision that had extensive application.  
Their study is split into three main parts. The first element is an integral image that facilitates very fast calculation of the 
characteristics used by the detector. The second part is a learning-based algorithm typically based on ADA-boost. In third part is a 
cascade method is used for combining major complex classifiers. 
Navneet Dalal, Bill Trigs et al presented a research paper in 2005, on "Histograms of Oriented Gradients for Human Detection". In 
this paper, researchers created a methodology that shows that istograms of oriented gradients (HOG) descriptors significantly 
outperform current human detection feature sets. They had used human detection model based on a linear Support Vector Machine 
(SVM). The system model developed in this research can operate flawlessly on the MIT dataset. Throughout this study, the researcher 
used locally normalized histogram of the gradient orientations features like SIFT such as SIFT descriptors in a dense overlapping grid 
that provides very great person detection performance. Authors concluded that fine orientation binning, relatively coarse spatial 
binning, fine-scale gradients, and high-quality local contrast normalization in overlapping descriptor blocks are similarly significant 
for good results [5]. 
Alex Krizhevsky and Ilya Sutskever presented a research paper on "Image Net Classification with Deep Convolutional Neural 
Networks" in 2012. A supervised machine learning model was developed by them. Throughout this algorithm, they majorly used 
Convolutional Neural networks in their method. Including 60 million parameters and 650K neurons, that model 
employed convolutional including 60 million parameters and 650K neurons, that model employed convolutional A total of five 
convolutional layers are composed of this convolutional neural network model. Few of them is followed by max-pooling layers as 
well as the other three were followed by fully-connected (FC) layers with something like a soft-max layer within final 1K way[6]. 
They also use non-saturating neurons as well as an enormously potent GPU for its development of the convolution operation to 
allow training of such a neural network easier. A neural network which gets 1 week to train on dual GTX 580 3GB GPU is included 
in this developed model. A Convolutional Neural Networks model built by them can lead to a large convolutional neural network 
able to achieve record breaking performance. 
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Ross Girshick, Jeff Donahue et al have published a research paper on presented a paper on "Rich feature hierarchies for accurate 
object detection and semantic segmentation". A supervised machine learning algorithm was developed by them. They developed 
regions with convolutional networks (R-CNN) model within is machine learning model [7]. On the PASCAL VOC dataset, the 
authors evaluated the R-CNN model. They have implemented a simple and scalable detection algorithm that, with more than 30 
percent mAP, can increase mean average accuracy (mAP). The deconvolutional neural network was used to take 227x227 resolution 
images only at input nodes. The system developed is very precise and incredibly effective. R-CNN can also be expanded to 
hundreds and thousands of groups of objects. R-CNN model Pre-training on open source CAFFE CNN open library has been 
evaluated and the results. The optimizer like stochastic gradient descent (SGD) is used for RCNN model. Trained and optimized 
SVMs on the VOC 2012 dataset following the implementation of the RCNN model tested on the PASCAL VOC 2007 dataset and 
fine-tuned the CNN model on the VOC 2012 dataset [7]. 
Joseph Redmon, Ali Farhadi et al, published a research paper on "Real-Time object detection a state of the art algorithm based on 
convolutional neural networks". They also made different changes to original version of YOLO object detection. The latest 
enhanced YOLO algorithm is incredibly fast and precise. The YOLO machine learning algorithm proposed by the authors can 
recognize and detect over 9,000 object categories. They frame the problem of object detection as a regression problem in this design, 
straight from image pixels to bounding box coordinates and their class probabilities. While training and testing period, YOLO 
examines the whole picture, which fully encodes contextual information about classes and its appearance [3]. To training and testing 
techniques, they used the NVIDIA Titan X GPU. Convolutional layers of neural net select features from images in the designed 
process. There are 24 convolutional layers (CL) of their Neural Network followed by 2 fully connected (FC) layers. Up to 45 FPS 
can be processed in real time with YOLO architecture images, which is a state of the art speeds. It defeats other well-known models 
of detection, such as the algorithm for Fast R-CNN and DPM. They trained the YOLO model on the COCO dataset and the Image-
Net dataset using the optimization method for stochastic gradient descent (SGD). 
Aysegul Ucar, Yakup Demir et al. in 2017 has published research paper on "object recognition and detection with deep learning for 
autonomous driving applications". In this study, the author developed an autonomous vehicle model and presented details on how to 
use real-time object detection system in autonomous vehicles and their issues associated. In an autonomous vehicle, occlusion 
induces incorrect identification and detection in object detection system. A new Local Multiple Method and Support Vector 
Machines algorithm has been proposed by authors that can easily manage these all difficulties. A new model called hybrid Local 
Multiple System and Support Vector Machines based on deep convolutional Neural Networks for object recognition and detection 
of pedestrians is proposed in this paper [8]. In this process, the entire image is first divided into local regions and multiple fully 
convolutional Neural Networks are used to extract discriminatory features and then pick unique characteristics used by the main 
component study (PCA). 

III. OLD METHOD 
In object detection task images contains diverse types of objects which can be accurately identified by the computer vision systems. 
This is the fundamental problems of the computer vision systems. Currently, traditional object detection methods are built on 
handcrafted features and simple architectures. This is very slow and less accurate. Many of the techniques in computer vision have 
been saturating on their accuracy last a decade [9]. 

IV. NEW METHODOLOGY 
The accuracy of computer vision problems has improved significantly due to advancement of deep learning models and computing 
performance. The usefulness of a real-time object detection method can be exponentially increased by many different deep learning 
algorithms in the computer vision field.  
This kind of DL-based approach is extremely fast, extremely precise and highly adaptable. In addition, YOLO is a related algorithm 
based on deep learning applied to the detection task for real-time object detection. This seems to be an extremely speedy, effective 
and precise algorithm.  
The YOLO is an algorithm for real-time object detection that uses a convolutional architecture of the neural network beneath. 
YOLO algorithm train on full image and directly optimizes detection performance. YOLO algorithm sees the complete image 
during the training process and testing process, thus it will inherently encode the contextual information concerning classes and also 
their appearance [3]. The YOLO algorithm can learn generalized object descriptions, such that the algorithm defeats many 
successful detection systems when the model is trained on natural images/video frames and evaluated on the new data set. 
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A. Block Diagram 
Figure 1 shows the complete working block diagram of YOLO algorithm. At the input side of the block, image acquisition takes 
place. The input may be in form of a single image or a video frame. In the pre-processing block, the image is resized to a specific 
resolution. Then this image cropped.  
Thus therefore using the YOLO algorithm divides the input image/video frame into an S×S grid (S = n). If centre of the object falls 
on particular grid cell then this grid cell is accountable for detection of that object. If the centre of the bounding box did not fall in a 
specific grid cell, then that cell will not responsible for it. Each grid cell predicts only one object [13]. For example, in Figure 2 red 
cell tries to predict the “car” object whose centre (the red dot) falls inside the grid cell. Every grid cell predicts a fixed number of 
boundary boxes.  
In Figure 4, the grid cell makes the two bounding boxes (blue boxes) for object prediction to locate where the "Car" object is. In the 
YOLO algorithm, nevertheless, due to one object rule, there is some restrictions to how objects are close to each other. In algorithm 
for every grid cell, algorithm will predict B boundary boxes and every boundary box has one box confidence score. After bounding 
boxes are drawn, algorithm will predicts (C) conditional class probabilities. There are 5 components: (x, y, w, h, class confidence) to 
bounding box prediction.  
The x, y coordinates represent the centre of the bounding box, relative to the grid cell location. The w and h are widths and heights 
respectively. 

 
Fig. 1 Block diagram 

B. Flowchart 
Figure 2 show the flowchart of algorithm. At the beginning of the algorithm, image or video frame is feed. Then input image resized 
to NxN resolution. Then convolutional neural network is utilized. Algorithm normally have 24 convolutional layers (CL) succeeded 
by 2 fully connected (FC) layers.  
This will perform convolution operation input image at a particular instances. After that YOLO algorithm divide the input 
image/video frame into an S×S grid. One grid cell predicts only one object [13]. Then the image classification and localization 
operations are performed to obtain information about objects which are present in given image.  
If any object is detected in a grid then class probability is calculated for that object. It represents probability of existence of an object 
within the bounding box [14].  
After that, algorithms will predict bounding boxes for every object and all bounding box has a box confidence score. Subsequent to 
this non maximum suppression is performed to remove unwanted bounding boxes. Thus detections are made, after that the counting 
of objects is done. 
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Fig.2 Flowchart 

C. Class Confidence Score 
This will measure confidence on both the classification and the localization (where an object is located) [13]. Class confidence score 
can be calculated as: 

 
          Box Confidence Score = Pr (Object) x IoU 
Conditional Class Probability = Pr (Classi |Object) 
        Class Confidence Score = Pr (Classi ) x IoU 

Class Confidence Score = Box confidence score x Conditional class probability 
 Class confidence score = Pr (Object) x IoU x Pr (Classi |Object) = Pr (Classi ) x IoU. 

Where, 
Pr (Object) is probability that the box contains an object. 
IoU is intersection over union between the predicted box and the ground truth. 
Pr (Classi |Object) is the probability that the object belongs to classi given that an object is present. 
Pr (Classi) is the probability that object belongs to Classi 
 
The following formula describes how YOLO algorithm gets bounding box and prediction scores: 

 ݔC + ( ݐ) ࣌= ݔܾ

 Cy + (yݐ) ࣌ = ݕܾ

 ݓݐе ݓP = ݓܾ

ܾh = Pݓ еݐh 

Where ܾݓܾ ,ݕܾ ,ݔ, ܾℎ are x, y center coordinates, width and height of prediction box. ݐ ,ݓݐ ,ݕݐ ,ݔݐℎ is the network outputs. ܿݔ and ܿݕ   is 
top left co-ordinates of the grid cell. ݓ݌ And ݌ℎ are anchors dimensions for the box [13]. 
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Fig. 3 Working Diagram 

The ultimate predicted value is confidence (Pc). It represents the probability of presence of an object in bounding box. The figure 5 
shows how intersection of union (IOU) is works. Anchor boxes are drawn to reduce computing time. Predicted bounding boxes look 
like the figure 6. If the confidence score is max then thicker bounding box is drawn: 

 
 

Fig. 4 Anchor boxes     Fig.5 IOU calculation 

The confidence score is max then thicker bounding box is drawn: 

 
Fig. 6 bounding box configuration 
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D. Non-Maximum Suppression (NMS) 
YOLO makes duplicate detections for same object. Most of these boxes not contain any object also make lots of boxes to same 
object. To fix this problem, generally in algorithm uses non-max suppression (NMS) to remove bounding boxes with very low 
object probability. 

 
Fig.7 Non-maximum Suppression 

V. RESULTS AND DISCUSSION 
A. Output on Python Command Shell 
Following figure shows output in anaconda prompt. The created anaconda environment have python=3.7 version, Tensor-flow 2.2 
GPU version, Scipy, Keras, PIL, OpenCV and other libraries which required by our project. At output of command prompt python 
shell  our program detect objects, count total number of  object and average FPS as following fig 8 shows: 

 
Fig.8 Output on anaconda conda command prompt 
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Fig.9 Output of detected object box coordinates 

B. Output Video Window 
The figure 10 and 11 shows that output of the object detection and counted object program. The program will print counted object 
with their classes. 

 
Fig.10 Detected Output in video 
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Fig.11 Output of Cars Detected in video 

VI. CONCLUSION AND FUTURE SCOPE 
A. Conclusion 
This project is based on the implementation of YOLO algorithm which is machine learning based real-time object detection 
technique. We implemented real time object detection and object counting with their class system in python with use of Tensorflow 
and Open-CV library. This system works in real time. In this project, we counted the total number of objects which are present in 
image or current video frame. We utilises laptop's NVIDIA 940M GPU to execute tiny YOLO algorithm which can gives an 
average of 15 frames per seconds. This paper gives comprehensive implementation of deep learning based YOLO object detection 
algorithm which can handle diverse sorts of nuisance of such as occlusion, clutter and low resolution. Most important objective of 
this project is to study and understanding of problem in contexts of real time object detection system for implementation for 
autonomous vehicles.  
 
B. Future Work 
Systems would probably result in much better accuracy and object detection speed with a human level of understanding rapidly with 
the advent in computing hardware and novel techniques. Autonomous driving models are based mostly on environment's variability 
and its impact on features [23]. Creating a computer vision system for autonomous vehicles will bring secure autonomous vehicles 
to roadways with a wide range of problems. The real-time object detection algorithm currently appears to be sufficient for high-
precision tasks such as robotic surgery and autonomous vehicles. However, In future, it is possible to develop a deep learning 
algorithm which can beat human in terms of speed and accuracy, thus in return can execute more complex tasks. Also we can make 
use of this YOLO model to detect licence plates and perform OCR to carry out licence plate recognition using. At present this 
project made up of only software and webcam. The CCTV based system can be added to take real time video feed and take images 
in real time to correct surveillance monitoring at every interval of time. 
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