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Abstract: Sentiment analysis, also known as opinion mining is a sub-field of Natural Language Processing (NLP) that tries to 
identify and extract opinions from a given text. This project presents a software tool for sentiment analysis of tweets which 
combines an advanced technique of machine learning BERT (Bidirectional Encoder Representation from transformer) with 
sentiment analysis for analysing a given tweet. The project by using its state-of-the-art software model also briefly studies about 
the different sentimental patterns outputted by a given set of data while analysing the features of given text, of different text 
adding to various research aspects. 

I. INTRODUCTION 
Sentiment analysis or opinion mining based on Natural language processing and machine learning to interpret and classify emotions 
in subjective data. It is a kind of text classification technique which classify technique based on direction of the object they contain. 
It is also known as process of detecting the contextual polarity of text. Sentiment analysis is often used in various organization like 
business, social media etc, whereas to detect sentiment in social data, gauge brand reputation, and understand one’s .and its 
application predominantly have propagate to every feasible domain, from services, financial activities, specific company product 
,basically in the given text it can identify whether it is positive ,negative or neutral. The idea of instinctive sentiment analysis is 
significant for publicizing research, to find out the people thinks for their artefact.one of the most important as in recent trend social 
media one’s own comment. Fast and automatic detection of flickering is necessary, for scrutiny of people’s feedback or as 
instructive augmentation for search engines. Social media act as a medium where the user can post many opinions a day, and these 
can be used for classification, where it can derive the appraisal, emotion or attitude of the reciter. Due to trend in souk and the 
changing need of people a lot of research work held in the field of sentiment analysis. Sentiment analysis requires the usage of a 
training dataset for evaluating the process. 
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II. RELATED WORK 
The assortment and sentiment analysis of data has already been addressed by multiple papers. In this section, we will use the 
following tools that were used for this approach as well as previous findings regarding this specific research in this paper 

A. Problem Statement 
Sentiment analysis is essentially a process of computationally determining whether a given text expresses a positive, neutral, or 
negative emotion. Sentiment analysis for social media content can be used in various ways.  It is a field of exploration to 
systematically identify, extract, quantify, and study affective states and subjective information. It plays an important role for 
identifying the emotion. Therefore, to get proper response then give it as input to the most powerful State-of-the-Art Natural 
Language Processing algorithm  to  decode the given sentences and finally predict the output.   

III.    NLP AND ITS APPLICATION FOR SENTIMENT ANALYSIS OF TWEET: 
 Natural Language Processing (NLP) refers to AI method of communicating with an intelligent systems using a natural language 
such as English. Processing of Natural Language is required when you want an intelligent system like robot to perform as per your 
instructions, when you want to hear decision from a dialogue based clinical expert system, etc. Natural language empathetic is 
particularly difficult for machines when it comes to opinions, given that humans often use cynicism and irony. Sentiment analysis, 
however, is able to recognize subtle nuances in emotions and opinions ‒ and determine how positive or negative they are. 
Analyzing  sentiment in real-time,  can monitor mentions on social media (and handle negative comments before they escalate), 
gauge customer reactions to your latest marketing campaign or product launch, and get an overall sense of how customers feel about 
your company whereas performing sentiment analysis periodically, and understand what customers like and dislike about specific 
aspects of your business. Those insights can help you make smarter decisions, as they show you exactly what things to improve. 
By the late 90s and with dawn of the 21st century, there were significant development in technologies with better hardware 
providing much more improved software optimizations, which added to a significant shit focus of AI applications in precision 
medicine, particularly cancer diagnosis and treatment  With increasing applications in classification, AI-based systems have become 
part of nearly considerably decreasing human errors and increasing efficiency, thus proving reliable in required applications. 

IV.   TECHNIQUE 
This project uses the method of NLP (Natural language processing), extensively focused on a software platform based on neural 
networks. The project uses BERT (Bi Directional Encoder Representation from transformers) based on machine learning technique 
developed by Google, for the purpose of making analysis of sentiment analysis of tweets. This model has 12-layer, 768-hideen, 12-
heads, 110M parameter neural network architecture. It also uses Hugging Face, which is a library that provides transformers across 
different domains within NLP. Transformers essentially are just advancement recurrent neural nets which are able to parallelize 
processing and training. It also has optimizers such as Adam W, which is Adam optimizer with weight decay. Dataset we used for 
our sentiment analysis is SMILE Twitter Emotion dataset and then the dataset is retrieved for the training purpose of model This 
collection of tweets mentioning 13 Twitter handles associated with British museums was gathered between May 2013 and June 
2015.It was created for the purpose of classifying emotions, expressed on Twitter towards arts and cultural experiences in museums.  
It contains 3,085 tweets, with 5 emotions namely anger, disgust, happiness, surprise and sadness. Whereas in achieving our end is 
goal is tokenization. Tokenization is conversion of text into tokens before applying transformations. Basically it assigns a number to 
each word from the dataset which makes easier for further processing.  
In stage 1 we encoded our data using BERT Tokenizer which converted our text data into numbers so that PyTorch can infer the 
data, infer results from the data as well as train from it. In the step 2 and 3 we use “BertForSequeceClassification” from Hugging 
Face library. Here, we are treating each tweet as its own unique sequence. So one sequence will be classified into one of six classes 
namely five emotions anger, disgust, happiness, surprise and sadness and not-relevant class which basically is a class for all the 
tweets which have no clear emotions expressed in them. Next is learning optimization. We are using AdamW for optimization and 
“get_linear_schedule_with_warmup” from transformers library from Hugging Face for scheduling. Optimizer is just defining our 
learning rate and Scheduler controls how it changes through each epoch. Learning rate which we decided after testing exhaustively 
is 1e-5. We found that this hyper parameter works best for our use case and after this we defined our performance metrics. 
After this we are ready to train our model which is the most important and most intricate task. Our training loop is based on 
“run_glue.py” script from HuggingFace which is recommended by HuggingFace when you train BERT model on your own dataset. 
By checking the output we conclude that the program is able to recognize the desired result correctly.  
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V. TEST SAMPLES 
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VI.   DISCUSSION AND SCOPE OF STUDY 
In this project, we propose a possible software based solution for the analysing of tweets through contextual trepidations based on 
the BERT Masked Language Model. This can be useful in many fields. Amazon like e-commerce can use it to know emotions of 
product review, Sites like You tube can use it to recognize and remove hate speech comments. Companies can scrap data from 
twitter which mentions their company name and analyse what people’s emotions are towards their company and products. We 
propose inserting and/or replacing tokens from a sentence, in their order of importance for the text classification task. Automatic and 
human evaluation on several datasets demonstrates the strength and effectiveness of our attack. We have succeeded to identify 
positive, negative and neutral feelings to the entity under consideration 91.08 % accuracy based on various algorithm. In addition, 
our experiments give us insights into the portability of the learned models across various texts. 
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